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Abstract

We show that the Subgroup distance problem regarding the Hamming distance, the
Cayley distance, the l∞ distance, the lp distance (for all p ≥ 1), the Lee distance, Kendall’s
tau distance and Ulam’s distance is NP-complete when the input group is cyclic. When we
restrict the l∞ distance to fixed values we show that it is NP-complete to decide whether there
are numbers z1, z2 ∈ N such that l∞(β, αz1

1
α
z2
2
) ≤ 1 for permutation α1, α2, β ∈ Sn where α1

and α2 commute. However on the positive side we can show that it can be decided in NL

whether there is a number z ∈ N such that l∞(β, αz) ≤ 1 for permutations α, β ∈ Sn. For
the former we provide a tool, namely for all numbers t1, t2, t ∈ N where t is required to be
odd, 0 ≤ t1 < t2 < t and t1 6≡ t2 mod q for all primes q | t we give a constructive proof for the
existence of permutations α, β ∈ St with l∞(β, αt1) ≤ 1 and l∞(β, αt2) ≤ 1.

1 Introduction

Bijective functions on a set Ω are called permutations. The set of all permutations on Ω forms
a group Sym(Ω), the so called symmetric group on Ω. The group operator is the composition
of functions. Subgroups of Sym(Ω) are also called permutation groups. We only consider finite
permutation groups. With Sn we denote the symmetric group where Ω = {1, . . . , n}. The order of
a subgroup of Sn, i.e. the number of elements of this group, can be exponentially large in n. For
instance Sn contains n! permutations. Therefore permutation groups are usually given by a set of
generators. And in fact for n > 3 every subgroup of Sn can be generated by a generating set of size
at most n

2 [14] and thereby provides a much more succinct representation. In such a setting where
the group elements are no longer given explicitly it is a priori not clear how efficient subgroup
membership checking can be done. However it was shown that subgroup membership checking can
be done in polynomial time when the permutation group is given by a set of generators [11, 20].
Later it was shown that it can even be done in NC by [3]. There are many more algorithmic
problems that can be solved in polynomial time when the permutation group is given by a set of
generators [19, Chapter 3].

Even in the case that a given permutation is not a member of a group G one might still ask
how close this permutation is to G. This leads us to the following problem that we study:

Problem 1 (Subgroup distance problem).
Input: γ1, . . . , γm, γ ∈ Sn, k ∈ N.

Question: Is there an element δ ∈ 〈γ1, . . . , γm〉 such that d(γ, δ) ≤ k?

Here d is a metric on Sn. Note that the unary encoded number n is part of the input. For
evaluation π(i) of a permutation π ∈ Sn at position i ∈ {1, . . . , n} we use the notation iπ. We
investigate the Subgroup distance problem with respect to the following metrics:

• The Hamming distance of two permutations τ, π ∈ Sn is defined as

H(τ, π) = |{i | iτ 6= iπ}|.
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• The Cayley distance of two permutations τ, π ∈ Sn is defined as

C(τ, π) = minimum number of transpositions taking τ to π.

By [9] this can be expressed as

C(τ, π) = n− number of cycles in τπ−1

where fixed-points also count as cycles. We will always use the second expression.

• The l∞ distance of two permutations τ, π ∈ Sn is defined as

l∞(τ, π) = max
1≤i≤n

|iτ − iπ|.

• The lp distance of two permutations τ, π ∈ Sn is defined as

lp(τ, π) =
p

√

√

√

√

n
∑

i=1

|iτ − iπ|p.

• The Lee distance of two permutations τ, π ∈ Sn is defined as

L(τ, π) =

n
∑

i=1

min(|iτ − iπ|, n− |iτ − iπ|).

• Kendall’s tau distance of two permutations τ, π ∈ Sn is defined as

K(τ, π) = the minimum number of pairwise adjacent transpositions to obtain π from τ .

By [6] this can also be expressed as

K(τ, π) = |{(i, j) | 1 ≤ i, j ≤ n, iτ < jτ , iπ > jπ}|.

We will always use the second expression.

• Ulam’s distance of two permutations τ, π ∈ Sn is defined as

U(τ, π) = n− the length of the longest increasing subsequence in (1τπ
−1

, . . . , nτπ
−1

).

The paper [8] is a good survey about metrics and their applications, see also [9, Chapter 6] for
more information about these metrics.

Our main result is that the Subgroup distance problem regarding all these metrics is NP-
complete when the input permutation group is cyclic. Our motivating results for this are from
[4] where it was shown that the Subgroup distance problem regarding all metrics mentioned
above is NP-complete when the input group is abelian of exponent 2 and from [15] where it was
shown that the Subgroup distance problem has applications in cryptography. Moreover we
investigate the Subgroup distance problem regarding the l∞ distance in the case when k from
Problem 1 is a fixed constant. For k = 1 we show that the Subgroup distance problem is NP-
complete when the input group is abelian and given by at least two generators and can be solved
in non-deterministic logspace (NL for short) when the input group is given by a single generator.

We also would like to mention that the Subgroup distance problem regarding the Cayley
distance was already shown to be NP-complete when the input group is abelian of exponent 2
by [17]. When considering the Subgroup distance problem in the case k = 0 this problem
simply becomes a subgroup membership problem for permutation groups which can be solved in
polynomial time by the Schreier-Sims algorithm [11, 20] and was later shown to be solvable in NC

[3].
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1.1 Related Work

In [4] also the maximum subgroup distance problem was studied where for given permutations
π1, . . . , πm, τ ∈ Sn and k ∈ N it is asked whether there is an element π ∈ 〈π1, . . . , πm〉 such that
d(τ, π) ≥ k? This problem has also been shown to be NP-complete when the input group is abelian
of exponent 2 regarding all metrics mentioned in the introduction except for the l∞ metric. In
this case the problem can be solved in polynomial time.

In [6] the weight problem and variants were studied. The weight of a permutation π ∈ Sn
with respect to some metric d is defined as wd(π) = d(π, id) and the question is whether for given
permutations π1, . . . , πm ∈ Sn and k ∈ N there is π ∈ 〈π1, . . . , πm〉 such that wd(π) = k? In
the maximum weight problem it is instead asked whether there is π ∈ 〈π1, . . . , πm〉 such that
wd(π) ≥ k? The minimum weight problems asks whether there is π ∈ 〈π1, . . . , πm〉 \ {id} such
that wd(π) ≤ k? These problems regarding several metrics were shown to be NP-complete except
for the maximum weight problem regarding the l∞ metric which has been shown to be solvable in
polynomial time. Note that the NP-completeness of the weight problem regarding the Hamming
metric was already shown in [5].

In [2] the computational complexity of the minimum weight problem and the subgroup distance
problem was studied in a deterministic setting regarding exact and approximation versions.

In [1] the parameterized complexity of the maximum weight problem regarding the Hamming
metric was studied.

2 Preliminaries

We will occasionally need the following lemma that seems to be folklore:

Lemma 1. Let α ∈ Sn be a cycle of length l ≤ n. Then αx splits into gcd(x, l) many disjoint

cycles of length l
gcd(x,l) .

A proof can be found in [13]. All proofs of NP-hardness will start from one of the following
problems:

Problem 2 (3-SAT).
Input: a finite set X of variables and a set C of clauses over X with |c| = 3 for all c ∈ C.
Question: Is there a satisfying truth assignment for C?

Problem 3 (Not-All-Equal 3SAT).
Input: a finite set X of variables and a set C of clauses over X with |c| = 3 for all c ∈ C.
Question: Is there a truth assignment for X such that each clause in C has at least one true literal

and at least one false literal?

Problem 4 (X3HS).
Input: a finite set X and a set B ⊆ 2X of subsets of X all of size 3.
Question: Is there a subset X ′ ⊆ X such that |X ′ ∩ C| = 1 for all C ∈ B?

All of these problems are NP-complete [12]. For this also note that X3HS is the same problem
as positive 1-in-3-SAT.

2.1 Permutations

We denote with Sn the set of all permutations on the set {1, . . . , n} for some integer n ≥ 1. By id
we denote the permutation that fixes all points. For a permutation π ∈ Sn and all i ∈ {1, . . . , n}
we use iπ to denote the unique j ∈ {1, . . . , n} such that π(i) = j. Moreover we evaluate from
left to right, i.e. for permutations π1, . . . , πm ∈ Sn and some a0, a1, . . . , am ∈ {1, . . . , n} we have
aπ1···πm
0 = am if and only if for i = 1, . . . ,m− 1 we have aπi···πmi−1 = a

πi+1···πm
i and aπmm−1 = am.

We assume that permutations are given in standard representation. There are two standard
representations: the pointwise representation where a permutation π ∈ Sn is represented by a list
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[1π, 2π, . . . , nπ] and the cycle representation where π is represented by a list of its pairwise disjoint
cycles. Fixed-points are usually not included in this list. The standard representations can be
transformed into each other in log-space [7].

2.2 Notations

For a cycle γ we define

act(γ) =

{

{i} if γ is a 1-cycle identifying the fixed-point iγ = i

{i | iγ 6= i} if γ has length at least 2.

By ord(α) where α ∈ Sn we denote the order of α i.e. the smallest non-negative integer i ≥
1 such that αi = id. With νp(n) we denote the p-adic valuation of the integer n ∈ Z, i.e.
the largest positive integer d such that n ≡ 0 mod pd. We use the notation [i, j] to denote
the set {i, i + 1, i + 2, . . . , j} for integers i ≤ j. Moreover we use [[i, j]] to denote the cycle
(i, i+1, i+2, . . . , j) ∈ Sn for non-negative integers 1 ≤ i < j ≤ n. We also use [[i]] instead of [[1, i]]
for a non-negative integer 2 ≤ i ≤ n. For permutations τ, π ∈ Sn and some non-negative integer
p ≥ 1 we denote with p-val(τ, π) the value

p-val(τ, π) =

n
∑

i=1

|iτ − iπ|p.

Moreover for a permutation ω ∈ Sn we denote by ~ωz ∈ Szn the unique tuple of permutations in Szn
that contains in each coordinate a copy of ω. For a permutation σ ∈ Sn we denote with lis(σ) the
length of the longest increasing subsequence in (1σ, . . . , nσ). Let X be a set of variables and let
σ be a truth assignment of these variables. With σ̂ we denote the extension of σ to literals which
we denote by x̃ for some variable x ∈ X . Then we have

σ̂(x̃) =

{

1 if x̃ = x and σ(x) = 1 or x̃ = x̄ and σ(x) = 0

0 if x̃ = x and σ(x) = 0 or x̃ = x̄ and σ(x) = 1.

3 Subgroup Distance Problem

In the following sections when we show NP-completeness results we only show the hardness since
membership in NP has already been shown in [4] for all metrics from the introduction.

3.1 Hamming Distance

Lemma 2. Let l ≥ 2 and 0 ≤ e ≤ l − 1 be integers. Then [[l]]x and [[l]]e match at l positions if

x ≡ e mod l and mismatch at l positions if x 6≡ e mod l.

Proof. Let 1 ≤ i ≤ l and let 0 ≤ y ≤ l − 1 be such that y ≡ x mod l. Then we have

i[[l]]
x

=

{

i+ y if i+ y ≤ l

i+ y − l otherwise

and

i[[l]]
e

=

{

i+ e if i+ e ≤ l

i+ e− l otherwise.

Therefore we have i[[l]]
x

= i[[l]]
e

if and only if i+ y = i+ e or i+ y− l = i+ e− l if and only if y = e
if and only if x ≡ e mod l. Note that the cases i+ y = i+ e− l and i+ y− l = i+ e cannot occur
since we would get y = e− l < 0 and y = e+ l > l − 1 which contradict 0 ≤ y ≤ l − 1.
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Theorem 1. The Subgroup distance problem regarding the Hamming distance is NP-complete

when the input group is cyclic.

Proof. We give a log-space reduction from 3-SAT. Let X = {x1, . . . , xn} be a set of variables and
let C = {c1, . . . , cm} be a set of clauses over X where cj contains exactly 3 different literals for
all j ∈ [1,m]. W.l.o.g. we can assume that no clause contains a positive and a negative literal
regarding the same variable. For j ∈ [1,m] we define Ij ⊆ [1, n] as the set of all indices i such
that cj ∩ {xi, x̄i} 6= ∅. Let p1, . . . , pn be the first n odd primes. Moreover let qj =

∏

i∈Ij
pi for

j = j ∈ [1,m] and let N = 2
∑n
i=1 pi + 7

∑m
j=1 qj . We will work with the group G ≤ SN in which

G =
n
∏

i=1

Vi ×
m
∏

j=1

Uj

with Vi = S2
pi

and Uj = S7
qj
. We define the input group elements as

τ = (α1, . . . , αn, β1, . . . , βm)

π = (γ1, . . . , γn, δ1, . . . , δm)

with αi = ([[pi]], id) and γi = ([[pi]], [[pi]]) for i ∈ [1, n]. To define βj and δj for j ∈ [1,m] consider
the clause cj . There are 7 truth assignments of the variables occuring in this clause that satisfy
this clause. Let σ1, . . . , σ7 be the truth assignments of the variables occuring in this clause that
satisfy the clause. Then we define for all j ∈ [1,m] and l ∈ [1, 7] numbers 0 ≤ zj,l ≤ qj − 1 as the
smallest positive integers satisfying the congruences

zj,l ≡ σl(xi) mod pi

for all i ∈ Ij . Then we define for j ∈ [1,m]

βj = ([[qj ]]
zj,1 , [[qj ]]

zj,2 , [[qj ]]
zj,3 , [[qj ]]

zj,4 , [[qj ]]
zj,5 , [[qj ]]

zj,6 , [[qj ]]
zj,7)

δj = ([[qj ]], [[qj ]], [[qj ]], [[qj ]], [[qj ]], [[qj ]], [[qj ]]).

Finally we set k =
∑n
i=1 pi + 6

∑m
j=1 qj . Now we show that C is satisfiable if and only if there is

a number z ∈ N such that H(τ, πz) ≤ k. Suppose C is satisfiable and let σ be a truth assignment
that satisfies C. Let 0 ≤ z ≤

∏n
i=1 pi−1 be the smallest positive integer satisfying the congruence

z ≡ σ(xi) mod pi for i ∈ [1, n]. Consider αi and γi. Clearly we have that ([[pi]], id) and ([[pi]], [[pi]])
z

match at pi positions. Now consider βj and δj for some j ∈ [1,m]. Since C is satisfied by σ there
is an l ∈ [1, 7] such that σl(xi) = σ(xi) for i ∈ Ij . Hence we have z ≡ zj,l mod qj . Then we have
[[qj ]]

z = [[qj ]]
zj,l which gives us that

δzj = ([[qj ]]
zj,l , [[qj ]]

zj,l , [[qj ]]
zj,l , [[qj ]]

zj,l , [[qj ]]
zj,l , [[qj ]]

zj,l , [[qj ]]
zj,l)

and matches with

βj = ([[qj ]]
zj,1 , [[qj ]]

zj,2 , [[qj ]]
zj,3 , [[qj ]]

zj,4 , [[qj ]]
zj,5 , [[qj ]]

zj,6 , [[qj ]]
zj,7)

at qj positions. This gives us a total of
∑n

i=1 pi +
∑m
j=1 qj matching positions. Subtracting this

number from the total number of positions gives us

H(τ, πz) = 2
n
∑

i=1

pi + 7
m
∑

j=1

qj − (
n
∑

i=1

pi +
m
∑

j=1

qj) =
n
∑

i=1

pi + 6
m
∑

j=1

qj = k

mismatches.
Vice versa suppose H(τ, πz) ≤ k for some z ∈ N. Consider αi and γi. By Lemma 2 we have

that ([[pi]], id) and ([[pi]], [[pi]])
z match at pi positions if z ≡ 0, 1 mod pi or at no position otherwise.

Moreover

δzj = ([[qj ]]
z, [[qj ]]

z, [[qj ]]
z , [[qj ]]

z , [[qj ]]
z, [[qj ]]

z, [[qj ]]
z)

βj = ([[qj ]]
zj,1 , [[qj ]]

zj,2 , [[qj ]]
zj,3 , [[qj ]]

zj,4 , [[qj ]]
zj,5 , [[qj ]]

zj,6 , [[qj ]]
zj,7)
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match at qj positions if z ≡ zj,1, . . . , zj,7 mod qj or at no position otherwise. By counting the
number of possible matchings we find that we can match at most

∑n
i=1 pi+

∑m
j=1 qj positions. By

noting that k +
∑n
i=1 pi +

∑m
j=1 qj equals the total number of positions we obtain that in every

coordinate of G we need the maximal number of matchings. Therefore we have for all i ∈ [1, n]
the congruence z ≡ 0, 1 mod pi. Therefore z encodes a truth assignment of the variables. Since
the zj,l encode satisfying truth assignments of cj we find that the truth assignment encoded by z
satisfies all clauses. Therefore we obtain by

σ(xi) =

{

1 if z ≡ 1 mod pi

0 if z ≡ 0 mod pi

a satisfying truth assignment for C.

3.2 Cayley Distance

Lemma 3. Let n ≥ 1 be an integer. Let us denote by p̂k the kth prime, i.e. p̂1 = 2, p̂2 = 3, . . . .
Then p̂3

n2+86 > 6p̂2
n2+n+85.

Proof. We have

p̂k ≥ k(ln k + ln ln k − 1) for all k ≥ 2 by [10, Theorem 3]. (1)

Moreover we have

p̂k ≤ k(ln k + ln ln k) if 6 ≤ k ≤ e95 by [18, Theorem 28]

and
p̂k ≤ k(ln k + ln ln k − 0.9484) for all k ≥ 39017 by [10, Chapter 4]

which gives us
p̂k ≤ k(ln k + ln ln k) for all k ≥ 6. (2)

Using (1) we obtain

p̂3n2+86 ≥ (n2 + 86)3(ln(n2 + 86) + ln ln(n2 + 86)− 1)3

and (2) gives us

p̂2n2+n+85 ≤ (n2 + n+ 85)2(ln(n2 + n+ 85) + ln ln(n2 + n+ 85))2.

From this it follows now that

p̂3n2+86 ≥ (n2 + 86)3(ln(n2 + 86) + ln ln(n2 + 86)− 1)3

> (n2 + 86)3 ln(n2 + 86)3

= (n2 + 86) ln(n2 + 86)(n2 + 86)2 ln(n2 + 86)2

> 384(n2 + 86)2 ln(n2 + 86)2

= 6 · 64(n2 + 86)2 ln(n2 + 86)2

= 6 · 4(n2 + 86)2 · 16 ln(n2 + 86)2

= 6(2(n2 + 86))2(2 ln(n2 + 86) + 2 ln(n2 + 86))2

> 6(n2 + n+ 85)2(ln(n2 + n+ 85) + ln ln(n2 + n+ 85))2

≥ 6p̂2n2+n+85

for all n ≥ 1 which shows the lemma.
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Remark 1. Although the estimation p̂3
n2+86 > 6p̂2

n2+n+85 of Lemma 3 is not very accurate it is

sufficient for our purposes. And in fact it can be shown that already p̂3n+8 > 6p̂22n+7 for all n ≥ 1
but a formal proof needs a more complicated technique.

Theorem 2. The Subgroup distance problem regarding the Cayley distance is NP-complete

when the input group is cyclic.

Proof. We give a log-space reduction from X3HS. Let X be a finite set and B ⊆ 2X be a set
of subsets of X all of size 3. W.l.o.g. assume that X = [1, n] and let B = {C1, . . . , Cm}. Let
p1 < · · · < pn be the first n primes such that p31 > 6p2n. Note that p1, pn ∈ O(n2 logn) by Lemma 3
and the prime number theorem. We define qj =

∏

i∈Cj
pi for all j ∈ [1,m]. We will work with the

group

G =

m
∏

j=1

S6
qj

which naturally embedds into SN for N = 6
∑m
j=1 qj . Moreover for j ∈ [1,m] and all d ∈ [1, 6]

we define the number 0 ≤ sj,d < qj as the smallest positive integer satisfying the congruences in
which we assume Cj = {i1, i2, i3} with i1 < i2 < i3

sj,1 ≡ 1 mod pi1 sj,2 ≡ 0 mod pi1 sj,3 ≡ 0 mod pi1

sj,1 ≡ 0 mod pi2 sj,2 ≡ 1 mod pi2 sj,3 ≡ 0 mod pi2

sj,1 ≡ 0 mod pi3 sj,2 ≡ 0 mod pi3 sj,3 ≡ 1 mod pi3

sj,4 ≡ 1 mod pi1 sj,5 ≡ 3 mod pi1 sj,6 ≡ 2 mod pi1

sj,4 ≡ 2 mod pi2 sj,5 ≡ 1 mod pi2 sj,6 ≡ 3 mod pi2

sj,4 ≡ 3 mod pi3 sj,5 ≡ 2 mod pi3 sj,6 ≡ 1 mod pi3 .

We define the input group elements τ, π ∈ G as follows where j ranges over [1,m]:

τ = (τ1, . . . , τm)

τj = ([[qj ]]
sj,1 , [[qj ]]

sj,2 , [[qj ]]
sj,3 , [[qj ]]

sj,4 , [[qj ]]
sj,5 , [[qj ]]

sj,6)

π = (π1, . . . , πm)

πj = ([[qj ]], [[qj ]], [[qj ]], [[qj ]], [[qj ]], [[qj ]])

and we define

k = N −
m
∑

j=1

(qj + 2 +
∑

i∈Cj

pi).

Now we will show there is x ∈ N such that C(τ, πx) ≤ k if and only if there is a subset X ′ ⊆ X
such that |X ′ ∩ Cj | = 1 for all j ∈ [1,m].

Suppose there is x ∈ N such that C(τ, πx) ≤ k. We define

X ′ = {i ∈ [1, n] | x ≡ 1 mod pi}.

Claim 1. For all j ∈ [1,m] and all z ∈ Z we have that τjπ
−z
j splits into exactly qj +2+

∑

i∈Cj
pi

cycles if there is a ∈ [1, 3] such that z ≡ sj,a mod qj or in strictly less than qj+2+
∑

i∈Cj
pi cycles

if z 6≡ sj,a mod qj for all a ∈ [1, 3].

Let j ∈ [1,m] and assume Cj = {i1, i2, i3} with i1 < i2 < i3. Note that for all d ∈ [1, 6] we
have that [[qj ]]

sj,d−z will split into gcd(qj , sj,d − z) cycles of length
qj

gcd(qj ,sj,d−z)
by Lemma 1.
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Suppose there is an a ∈ [1, 3] such that z ≡ sj,a mod qj . Then clearly z 6≡ sj,c mod qj for all
c ∈ [1, 6] \ {a} since sj,e 6≡ sj,f mod qj for all e 6= f . Moreover we have for all b ∈ [1, 3] \ {a} and
all c ∈ [1, 3]

sj,b+3 − z ≡ sj,b+3 − sj,a 6≡ 0 mod pic

and hence [[qj ]]
sj,b+3−z will not split into further cycles by Lemma 1. Moreover we have for all

b ∈ [1, 3] \ {a}

sj,b − z ≡ sj,b − sj,a

{

≡ 0 mod pic if c ∈ [1, 3] \ {a, b}

6≡ 0 mod pic if c ∈ {a, b}

and hence [[qj ]]
sj,b−z will split into pic cycles by Lemma 1 with c ∈ [1, 3]\{a, b}. Moreover we have

sj,a − z ≡ sj,a − sj,a ≡ 0 mod qj

and hence [[qj ]]
sj,a−z will split into qj fixed points by Lemma 1. Finally we have

sj,a+3 − z ≡ sj,a+3 − sj,a ≡ 1− 1 ≡ 0 mod pia

and for all b ∈ [1, 3] \ {a} we have

sj,a+3 − z ≡ sj,a+3 − sj,a ≡ sj,a+3 − 0 6≡ 0 mod pib

and hence [[qj ]]
sj,a+3−z will split into pia cycles by Lemma 1. Thus the total number of cycles in

τjπ
−z
j is

qj + 2 +
∑

i∈Cj

pi.

Suppose z 6≡ sj,a mod qj for all a ∈ [1, 3]. If also z 6≡ sj,a mod qj for all a ∈ [4, 6] then τjπ
−z
j

can only split into at most 6p2n cycles which is strictly less than qj +2+
∑

i∈Cj
pi since we already

have
6p2n < p31 < qj .

In the case z ≡ sj,a mod qj for some a ∈ [4, 6] we have z 6≡ sj,c mod qj for all c ∈ [1, 6] \ {a} since
sj,e 6≡ sj,f mod qj for all e 6= f . Moreover we have for all b ∈ [1, 3] \ {a− 3} and all c ∈ [1, 3]

sj,b − z ≡ sj,b − sj,a 6≡ 0 mod pic

and hence [[qj ]]
sj,b−z will not split into further cycles by Lemma 1. Similarly we have for all

b ∈ [4, 6] \ {a} and all c ∈ [1, 3]

sj,b − z ≡ sj,b − sj,a 6≡ 0 mod pic

and hence also in this case [[qj ]]
sj,b−z will not split into further cycles by Lemma 1. Moreover we

have
sj,a − z ≡ sj,a − sj,a ≡ 0 mod qj

and hence [[qj ]]
sj,a−z will split into qj fixed points by Lemma 1. Finally we have

sj,a−3 − z ≡ sj,a−3 − sj,a ≡ 1− 1 ≡ 0 mod pia−3

and for all b ∈ [1, 3] \ {a− 3} we have

sj,a−3 − z ≡ sj,a−3 − sj,a ≡ 0− sj,a 6≡ 0 mod pib

and hence [[qj ]]
sj,a−3−z will split into pia−3 cycles by Lemma 1. This gives us a total of

4 + qj + pia−3 < qj + 2 +
∑

i∈Cj

pi

cycles.
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Claim 2. For all j ∈ [1,m] there is exactly one a ∈ [1, 3] such that x ≡ 1 mod pia and x ≡
0 mod pib for all b ∈ [1, 3] \ {a} in which Cj = {i1, i2, i3} with i1 < i2 < i3.

By Claim 1 we find that summing up the largest possible amount of splitting cycles gives us

C(τ, πx) ≥ N −
m
∑

j=1

(qj + 2 +
∑

i∈Cj

pi) = k

and hence C(τ, πx) = k. Thus for all j ∈ [1,m] the only possibility for x is to satisfy x ≡ sj,a mod qj
for exactly one a ∈ [1, 3] which implies x ≡ 1 mod pia and x ≡ 0 mod pib for all b ∈ [1, 3] \ {a} as
claimed.

Now we will show |X ′ ∩ Cj | = 1 for all j ∈ [1,m]. Let Cj = {i1, i2, i3} with i1 < i2 < i3.
Then by Claim 2 there is exactly one a ∈ [1, 3] such that x ≡ 1 mod pia and x ≡ 0 mod pib for all
b ∈ [1, 3] \ {a}. Thus we have ia ∈ X ′ and ib /∈ X ′ for all b ∈ [1, 3] \ {a} which finally gives us
|X ′ ∩ Cj | = 1.

Vice versa suppose there is a subset X ′ ⊆ X such that |X ′ ∩ Cj | = 1 for all j ∈ [1,m]. Then
we define x as the smallest positive integer satisfying

x ≡

{

1 mod pi if i ∈ X ′

0 mod pi if i /∈ X ′

for all i ∈ [1, n]. Then we obtain for all j ∈ [1,m] and i ∈ [1, n]

x ≡

{

1 mod pi if i ∈ X ′ ∩ Cj

0 mod pi if i ∈ Cj \X ′

from which it follows that x ≡ sj,a mod qj where a is the unique element in X ′ ∩Cj . Then τjπ
−x
j

splits into exactly qj + 2+
∑

i∈Cj
pi cycles by Claim 1 for all j ∈ [1,m] which gives us

C(τ, πx) = N −
m
∑

j=1

(qj + 2 +
∑

i∈Cj

pi) = k.

This shows the theorem.

3.3 l
∞

Distance

3.3.1 General Case

Lemma 4. Let p ≥ 5 be an odd prime and k ≥ 2 be a non-negative integer. Define

δ = (1, k + 1, 2k + 1, . . . ,
p− 1

2
k + 1,

p− 1

2
k,
p− 3

2
k,
p− 5

2
k, . . . , k) ∈ S p−1

2 k+1

in which δ is a cycle of length p. Then l∞((δ, id), (δ, δ)x) ≤ k if and only if x ≡ 0, 1 mod p.

Proof. One direction is clear since the difference of two consecutive numbers of δ is at most k.
Now suppose l∞((δ, id), (δ, δ)x) ≤ k. It suffices to show for all a ∈ [2, p − 1] if x ≡ a mod p
then l∞((δ, id), (δ, δ)x) > k. In the case 2 ≤ a ≤ p−1

2 we have (1, 1)(δ,id) = (k + 1, 1) and

(1, 1)(δ,δ)
a

= (ak + 1, ak+ 1). Therefore the distance is at least ak+ 1− 1 = ak ≥ 2k. In the case
p+1
2 ≤ a ≤ p − 2 we have (1, 1)(δ,δ)

a

= (k(p − a), k(p − a)). In this case the distance is at least

k(p−a)−1 ≥ k(p−(p−2))−1 = 2k−1. In the case a = p−1 we have (k+1, k+1)(δ,id) = (2k+1, k+1)

and (k + 1, k + 1)(δ,δ)
p−1

= (1, 1) which gives us a distance of 2k + 1− 1 = 2k.

Theorem 3. The Subgroup distance problem regarding the l∞ distance is NP-complete when

the input group is cyclic.
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Proof. We give a log-space reduction from 3-SAT. Let X = {x1, . . . , xn} be a set of variables and
let C = {c1, . . . , cm} be a set of clauses over X where cj contains exactly 3 different literals for
all j ∈ [1,m]. W.l.o.g. we can assume that no clause contains a positive and a negative literal
regarding the same variable. For j = 1, . . . ,m we define Ij ⊆ [1, n] as the set of all indices i such
that cj contains xi or x̄i. Let p1, . . . , pn be the first n odd primes with p1 ≥ 5. Moreover let
k = p3n, qj =

∏

i∈Ij
pi for j = 1, . . . ,m and let N =

∑n
i=1((pi − 1)k+2)+m(k+2). We will work

with the group G ≤ SN in which

G =

n
∏

i=1

Vi ×
m
∏

j=1

Uj

with Vi = S2
pi−1

2 k+1
and Uj = Sk+2. For i = 1, . . . , n we define the cycle δi of length pi by

δi = (1, k + 1, 2k + 1, . . . ,
pi − 1

2
k + 1,

pi − 1

2
k,
pi − 3

2
k,
pi − 5

2
k, . . . , k).

Now we define the input group elements as

τ = (ζ1, . . . , ζn, µ1, . . . , µm)

π = (η1, . . . , ηn, λ1, . . . , λm)

with ζi = (δi, id) and ηi = (δi, δi) for i ∈ [1, n]. To define λj and µj for j ∈ [1,m] we first define
some auxiliary permutations. Let j ∈ [1,m] and let d < e < f ∈ Ij be the indices of the variables
that occur (negated or unnegated) in this clause. Then we define permutations that do not need
to be constructed explicitly:

αj =

pf
∏

r=1

αj,r βj =

pf
∏

r=1

βj,r γj =

pe
∏

s=1

γj,s

αj,r =

pe
∏

s=1

αj,r,s βj,r =

pd
∏

t=1

βj,r,t γj,s =

pd
∏

t=1

γj,s,t

αj,r,s = (αj,r,s,1, . . . , αj,r,s,pd) βj,r,t = (βj,r,t,1, . . . , βj,r,t,pe) γj,s,t = (γj,s,t,1, . . . , γj,s,t,pf )

with αj,r,s,t ∈ [1, qj] and αj,r,s,t 6= αj,r′,s′,t′ for (r, s, t) 6= (r′, s′, t′) and the constraint

αj,r,s,t = βj,r,t,s = γj,s,t,r (3)

for r ∈ [1, pf ], s ∈ [1, pe] and t ∈ [1, pd]. Note that ord(αj) = pd, ord(βj) = pe and ord(γj) = pf .
We fix the following 8 values:

αj,1,1,2 = 1

αj,1,1,1 = 2

αj,1,pe,2 = 3

αj,pf ,1,2 = 4

αj,pf ,pe,2 = 5

αj,pf ,1,1 = 6

αj,1,pe,1 = 7

αj,pf ,pe,1 = 8.

(4)

In the clause cj there is exactly one truth assignment of the variables occuring in cj that does not
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satisfy this clause. Let σj denote this partial truth assignment. We define

wj =



























































1 if σj(xd) = 0, σj(xe) = 0 and σj(xf ) = 0

2 if σj(xd) = 1, σj(xe) = 0 and σj(xf ) = 0

3 if σj(xd) = 0, σj(xe) = 1 and σj(xf ) = 0

4 if σj(xd) = 0, σj(xe) = 0 and σj(xf ) = 1

5 if σj(xd) = 0, σj(xe) = 1 and σj(xf ) = 1

6 if σj(xd) = 1, σj(xe) = 0 and σj(xf ) = 1

7 if σj(xd) = 1, σj(xe) = 1 and σj(xf ) = 0

8 if σj(xd) = 1, σj(xe) = 1 and σj(xf ) = 1

and finally we define λj = αjβjγj(k + 2, k) and µj = (wj , k + 2). Now we show that we can
construct αjβjγj in log-space.

Claim 3. αj , βj, γj pairwise commute.

In the following we make use of Constraint (3) several times without explicit mentioning. We
have

α
βjαj
j,r,s,t = β

βjαj
j,r,t,s =

{

β
αj
j,r,t,1 = α

αj
j,r,1,t if s = pe

β
αj
j,r,t,s+1 = α

αj
j,r,s+1,t if 1 ≤ s < pe

=



















αj,r,1,1 = βj,r,1,1 if t = pd, s = pe

αj,r,1,t+1 = βj,r,t+1,1 if 1 ≤ t < pd, s = pe

αj,r,s+1,1 = βj,r,1,s+1 if t = pd, 1 ≤ s < pe

αj,r,s+1,t+1 = βj,r,t+1,s+1 if 1 ≤ t < pd, 1 ≤ s < pe

=

{

β
βj
j,r,1,s = α

βj
j,r,s,1 if t = pd

β
βj
j,r,t+1,s = α

βj
j,r,s,t+1 if 1 ≤ t < pd

= α
αjβj
j,r,s,t.

Analogously we obtain that αj , γj and βj , γj commute.
By Claim 3 we have ord(αjβjγj) = pdpepf = qj from which it follows that αjβjγj is a cycle of

length qj . Now we give a mapping to construct αjβjγj in log-space:

α
αjβjγj
j,r,s,t =

{

α
βjγj
j,r,s,1 = β

βjγj
j,r,1,s if t = pd

α
βjγj
j,r,s,t+1 = β

βjγj
j,r,t+1,s if 1 ≤ t < pd

=



















β
γj
j,r,1,1 = γ

γj
j,1,1,r if t = pd, s = pe

β
γj
j,r,1,s+1 = γ

γj
j,s+1,1,r if t = pd, 1 ≤ s < pe

β
γj
j,r,t+1,1 = γ

γj
j,1,t+1,r if 1 ≤ t < pd, s = pe

β
γj
j,r,t+1,s+1 = γ

γj
j,s+1,t+1,r if 1 ≤ t < pd, 1 ≤ s < pe

=



























































γj,1,1,1 = αj,1,1,1 if t = pd, s = pe, r = pf

γj,1,1,r+1 = αj,r+1,1,1 if t = pd, s = pe, 1 ≤ r < pf

γj,s+1,1,1 = αj,1,s+1,1 if t = pd, 1 ≤ s < pe, r = pf

γj,s+1,1,r+1 = αj,r+1,s+1,1 if t = pd, 1 ≤ s < pe, 1 ≤ r < pf

γj,1,t+1,1 = αj,1,1,t+1 if 1 ≤ t < pd, s = pe, r = pf

γj,1,t+1,r+1 = αj,r+1,1,t+1 if 1 ≤ t < pd, s = pe, 1 ≤ r < pf

γj,s+1,t+1,1 = αj,1,s+1,t+1 if 1 ≤ t < pd, 1 ≤ s < pe, r = pf

γj,s+1,t+1,r+1 = αj,r+1,s+1,t+1 if 1 ≤ t < pd, 1 ≤ s < pe, 1 ≤ r < pf .
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Because αjβjγj is a cycle we can start with an arbitrary triple (r, s, t) and write in the output
the numbers from 9 up to qj . When we obtain a triple where we already assigned a fixed value
(see (4)) we write in the output that fixed value instead. By this procedure we clearly can write
αjβjγj in the output in log-space. Moreover αjβjγj evaluates as follows

1α
0
jβ

0
j γ

0
j = 1

2α
1
jβ

0
j γ

0
j = 1

3α
0
jβ

1
j γ

0
j = 1

4α
0
jβ

0
j γ

1
j = 1

5α
0
jβ

1
j γ

1
j = 1

6α
1
jβ

0
j γ

1
j = 1

7α
1
jβ

1
j γ

0
j = 1

8α
1
jβ

1
j γ

1
j = 1

(5)

since

1α
0
jβ

0
j γ

0
j = 1id = 1

2α
1
jβ

0
j γ

0
j = 2αj = α

αj
j,1,1,1 = αj,1,1,2 = 1

3α
0
jβ

1
j γ

0
j = 3βj = α

βj
j,1,pe,2

= β
βj
j,1,2,pe

= βj,1,2,1 = αj,1,1,2 = 1

4α
0
jβ

0
j γ

1
j = 4γj = α

γj
j,pf ,1,2

= γ
γj
j,1,2,pf

= γj,1,2,1 = αj,1,1,2 = 1

5α
0
jβ

1
j γ

1
j = 5βjγj = α

βjγj
j,pf ,pe,2

= β
βjγj
j,pf ,2,pe

= β
γj
j,pf ,2,1

= γ
γj
j,1,2,pf

= γj,1,2,1 = αj,1,1,2 = 1

6α
1
jβ

0
j γ

1
j = 6αjγj = α

αjγj
j,pf ,1,1

= α
γj
j,pf ,1,2

= γ
γj
j,1,2,pf

= γj,1,2,1 = αj,1,1,2 = 1

7α
1
jβ

1
j γ

0
j = 7αjβj = α

αjβj
j,1,pe,1

= α
βj
j,1,pe,2

= β
βj
j,1,2,pe

= βj,1,2,1 = αj,1,1,2 = 1

8α
1
jβ

1
j γ

1
j = 8αjβjγj = α

αjβjγj
j,pf ,pe,1

= α
βjγj
j,pf ,pe,2

= β
βjγj
j,pf ,2,pe

= β
γj
j,pf ,2,1

= γ
γj
j,1,2,pf

= γj,1,2,1 = αj,1,1,2 = 1.

Now we will show there is a z ∈ N such that l∞(τ, πz) ≤ k if and only if C is satisfiable. Suppose
there is such a z. Consider the computations in Vi. By Lemma 4 we have l∞(ζi, η

z
i ) ≤ k if and only

if z ≡ 0, 1 mod pi. Now we consider the computations in Uj . We have λzj = (αjβjγj)
z(k + 2, k)z

and µj = (wj , k + 2). By Claim 3 we have that αj , βj , γj pairwise commute which gives us
(αjβjγj)

z = αzjβ
z
j γ

z
j . Now let z1, z2, z3 ∈ {0, 1} be such that z1 ≡ z mod pd, z2 ≡ z mod pe and

z3 ≡ z mod pf in which d < e < f ∈ Ij . Such numbers exist since we have z ≡ 0, 1 mod pi for all

i ∈ [1, n]. Then we have αzjβ
z
j γ

z
j = αz1j β

z2
j γ

z3
j . By (5) there is a w ∈ [1, 8] such that wα

z1
j
β
z2
j
γ
z3
j = 1.

If w = wj we get by w
µj = w

µj
j = k+2 a distance of k+1 contradicting l∞(τ, πz) ≤ k. Therefore

we have w 6= wj . Since however wj is associated with a truth assignment that does not satisfy
cj we obtain that z encodes a truth assignment that satisfies cj for all j ∈ [1,m]. Therefore we
obtain by

σ(xi) =

{

1 if z ≡ 1 mod pi

0 if z ≡ 0 mod pi

a satisfying truth assignment σ for C.
Vice versa suppose C is satisfiable and let σ be a satisfying truth assignment. Let z ∈ N be

the smallest non-negative integer satisfying

z ≡ 1 mod 2

z ≡

{

1 mod pi if σ(xi) = 1

0 mod pi if σ(xi) = 0.
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Then clearly l∞(ζi, η
z
i ) ≤ k by Lemma 4. Now consider λzj and µj . We have (k + 2)λ

z
j = k

and (k + 2)µj = wj giving us the distance k − wj < k. Moreover we have kλ
z
j = k + 2 and

kµj = k with the distance k+2− k = 2. Now consider (αjβjγj)
z = αzjβ

z
j γ

z
j = αz1j β

z2
j γ

z3
j for some

z1, z2, z3 ∈ {0, 1}. By (5) there is a w ∈ [1, 8] such that wα
z1
j
β
z2
j
γ
z3
j = 1. Then we have w 6= wj

because σ is a satisfying truth assignment that satisfies cj . Therefore we have w
α
z1
j
β
z2
j
γ
z3
j

j ≥ 2 and

w
µj
j = k + 2 giving us a distance of k + 2 − w

α
z1
j
β
z2
j
γ
z3
j

j ≤ k. Moreover for all y ∈ [1, qj ] \ {wj}

we have yα
z1
j
β
z2
j
γ
z3
j ∈ [1, qj ] and yµj = y giving us a distance of at most qj − 1 < k. Finally

{k + 1} ∪ [qj + 1, k − 1] are fixed-points in both λj and µj . Therefore we obtain l∞(µj , λ
z
j ) ≤ k

and thus l∞(τ, πz) ≤ k.

3.3.2 Fixed k

Lemma 5. Let α, β ∈ Sn and α = α1 · · ·αd be the disjoint cycle decomposition of α and let ai
denote the length of αi. Let X = {x ∈ Z | l∞(β, αx) ≤ 1}. Then for all i ∈ [1, d] there are at

most two numbers 0 ≤ y1, y2 < ai such that for all x ∈ X the following holds: x ≡ y1 mod ai or
x ≡ y2 mod ai.

Proof. Let i ∈ [1, d] and suppose αi = (i1, . . . , iai) where we assume w.l.o.g. i1 < ij for all
j ∈ [2, ai].

Case 1: There exists 1 ≤ h ≤ ai such that iβh = i1. Then for all x ∈ X we have i
αxi
h ∈ {i1, i1+1}

which can hold only for at most two different values in [0, ai − 1].

Case 2: For all 1 ≤ h ≤ ai we have iβh 6= i1. Then there is a value e ∈ [1, n] \ {i1, . . . , iai} such
that eβ = i1. Hence there is also a value g ∈ [1, ai] such that iβg = f 6∈ {i1, . . . , iai}. Then for all

x ∈ X we have i
αxi
g ∈ {f − 1, f + 1} ∩ {i1, . . . , iai} which can hold only for at most two different

values in [0, ai − 1].

Theorem 4. Let α, β ∈ Sn be given in standard representation. Then it can be decided in NL

whether there is a number z ∈ N such that l∞(β, αz) ≤ 1.

Proof. We will give a log-space reduction to 2-SAT which is NL-complete [16] and use the following
notations:

1. x1 ⇒ x2 for x1 ∨ ¬x2

2. x1 xorx2 for (x1 ∨ x2) ∧ (¬x1 ∨ ¬x2).

In the first step we check in log-space for every fixed point iα = i whether i ∈ {iβ−1, iβ, iβ+1}. In
the following it therefore suffices to consider cycles of length at least 2. Since α is given in standard
representation we can compute in log-space the cycle representation of α [7]. Let α = α1 · · ·αm
be the disjoint cycle decomposition (without fixed points) of α and let ai ≥ 2 denote the length
of αi. For i = 1, . . . ,m we define the ordered set

Xi = {v | 0 ≤ v < ai, ∀j ∈ act(αi) : j
αvi ∈ {jβ − 1, jβ, jβ + 1}}

and Xm+1 = ∅. By Lemma 5 we have |Xi| ≤ 2. When we write Xi = {v1, v2} we mean v1 < v2. If
there is an i ∈ [1,m] with |Xi| = 0 there clearly is no such z. Therefore we assume in the following
1 ≤ |Xi| ≤ 2 for all i ∈ [1,m]. When we speak of the p-adic valuation of some ai we always mean
the case that νp(ai) ≥ 1. For every prime power pd ≤ n with d ≥ 1 (there clearly are at most n
such prime powers) we define ip,d = min({j | d = νp(aj)} ∪ {m+ 1}) and define the ordered set

Yp,d = {u ∈ [0, pd − 1] | ∃v ∈ Xip,d : v ≡ u mod pd}.

Note that we have 0 ≤ |Yp,d| ≤ 2. If |Yp,d| = 0 then there is no i ∈ [1,m] with d = νp(ai). We use
kYp,d to denote the kth element of Yp,d. Now we introduce |Yp,d|+1 variables xp,d,0, . . . , xp,d,|Yp,d|
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for all pd ≤ n and define a 2-SAT formula by the following:

F0 =
∧

pd≤n

¬xp,d,0 ∧
∧

pd≤n,
|Yp,d|=2

(xp,d,1 xorxp,d,2) ∧
∧

pd≤n,
|Yp,d|=1

xp,d,1.

Moreover for every prime p ≤ n we define

F ′
p =

∧

pd≤n

∧

pe≤n,
d≤e

|Yp,d|
∧

k1=1

|Yp,e|
∧

k2=1

ϕ(p, d, e, k1, k2)

in which we have

ϕ(p, d, e, k1, k2) =

{

xp,e,k2 ⇒ xp,d,k1 if k1Yp,d ≡ k2Yp,e mod pd

xp,e,k2 ⇒ ¬xp,d,k1 if k1Yp,d 6≡ k2Yp,e mod pd.

Now for all i ∈ [1,m] and every prime power pd | ai with d = νp(ai) we define literals by the
following: if Xi = {v} we define

x̃i,p,d,0 =



















xp,d,1 if |Yp,d| = 1, 1Yp,d ≡ v mod pd

xp,d,1 if |Yp,d| = 2, 1Yp,d ≡ v mod pd

xp,d,2 if |Yp,d| = 2, 2Yp,d ≡ v mod pd

xp,d,0 otherwise

and if Xi = {v1, v2} we define in the case v1 6≡ v2 mod pd

x̃i,p,d,1 =



















xp,d,1 if |Yp,d| = 1, 1Yp,d ≡ v1 mod pd

xp,d,1 if |Yp,d| = 2, 1Yp,d ≡ v1 mod pd

xp,d,2 if |Yp,d| = 2, 2Yp,d ≡ v1 mod pd

xp,d,0 otherwise

and

x̃i,p,d,2 =



















xp,d,1 if |Yp,d| = 1, 1Yp,d ≡ v2 mod pd

xp,d,1 if |Yp,d| = 2, 1Yp,d ≡ v2 mod pd

xp,d,2 if |Yp,d| = 2, 2Yp,d ≡ v2 mod pd

xp,d,0 otherwise.

If v1 ≡ v2 mod pd we define

x̃i,p,d,0 =



















xp,d,1 if |Yp,d| = 1, 1Yp,d ≡ v1 mod pd

xp,d,1 if |Yp,d| = 2, 1Yp,d ≡ v1 mod pd

xp,d,2 if |Yp,d| = 2, 2Yp,d ≡ v1 mod pd

xp,d,0 otherwise

and define the formula

Fi =

{

Fi,1 if |Xi| = 1

Fi,2 ∧ Fi,3 if |Xi| = 2

in which
Fi,1 =

∧

pd|ai
with d=νp(ai)

x̃i,p,d,0
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and
Fi,2 =

∧

pd|ai
with d=νp(ai),

v1 6≡v2 mod pd

∧

qe|ai
with e=νq(ai),
v1 6≡v2 mod qe

(x̃i,p,d,1 xor x̃i,q,e,2)

and
Fi,3 =

∧

pd|ai
with d=νp(ai),

v1≡v2 mod pd

x̃i,p,d,0

for all i ∈ [1,m]. Finally we define our 2-SAT formula F by

F = F0 ∧
m
∧

i=1

Fi ∧
∧

p≤n

F ′
p.

Now we will show there is a number z ∈ N such that l∞(β, αz) ≤ 1 if and only if F is satisfiable.
Suppose there is a number z ∈ N such that l∞(β, αz) ≤ 1. For all i ∈ [1,m] let 0 ≤ zi < ai be

the smallest positive integer such that zi ≡ z mod ai. Then we have

αz =

m
∏

i=1

αzi =

m
∏

i=1

αzii .

Then clearly zi ∈ Xi for all i ∈ [1,m]. Now we define a truth assignment σ by the following: for
every prime power pd ≤ n with d ≥ 1 we define

σ(xp,d,0) = 0.

Moreover for all prime powers pd with 1 ≤ |Yp,d| ≤ 2 we define

σ(xp,d,1) = 1

if |Yp,d| = 1. In the case |Yp,d| = 2 note that we have zip,d ∈ Xip,d and hence we either have

1Yp,d ≡ zip,d mod pd or 2Yp,d ≡ zip,d mod pd. We define

σ(xp,d,1) =

{

1 if 1Yp,d ≡ zip,d mod pd

0 if 1Yp,d 6≡ zip,d mod pd

and

σ(xp,d,2) =

{

0 if 2Yp,d 6≡ zip,d mod pd

1 if 2Yp,d ≡ zip,d mod pd.

Note that we have σ(xp,d,1) = 1 if and only if σ(xp,d,2) = 0. Now we will show that σ satisfies F .

Claim 4. σ satisfies F0.

We have σ(xp,d,0) = 0 by definition. Moreover in the case |Yp,d| = 1 we have σ(xp,d,1) = 1
and if |Yp,d| = 2 then we have σ(xp,d,1) = 1 if and only if σ(xp,d,2) = 0. Thus the subformula F0

clearly evaluates to true.

Claim 5. σ satisfies F ′
p for all primes p ≤ n.

It suffices to consider the case σ(xp,e,k2 ) = 1. Since σ(xp,e,k2 ) = 1 we have k2Yp,e ≡ zip,e mod
pe. If |Yp,e| = 1 this follows from the definition of Yp,e and if |Yp,e| = 2 this follows from the
definition of σ. In the case ϕ(p, d, e, k1, k2) = xp,e,k2 ⇒ xp,d,k1 we have σ(xp,d,k1) = 1 if |Yp,d| = 1
by definition of σ and if |Yp,d| = 2 we have

zip,d ≡ zip,e ≡ k2Yp,e ≡ k1Yp,d mod pd
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and hence σ(xp,d,k1) = 1 and ϕ(p, d, e, k1, k2) evaluates to true. Now we consider the case
ϕ(p, d, e, k1, k2) = xp,e,k2 ⇒ ¬xp,d,k1 . Suppose |Yp,d| = 1. Then we have σ(xp,d,k1) = 1 by
definition. Moreover since zip,d ∈ Xip,d we have k1Yp,d ≡ zip,d mod pd by definition of Yp,d. Then
we obtain on the one hand

k2Yp,e ≡ zip,e ≡ zip,d ≡ k1Yp,d mod pd

and on the other hand
k2Yp,e 6≡ k1Yp,d mod pd

by definition of ϕ(p, d, e, k1, k2) which is a contradiction. Hence |Yp,d| = 2 and we finally obtain

zip,d ≡ zip,e ≡ k2Yp,e 6≡ k1Yp,d mod pd

which gives us σ(xp,d,k1 ) = 0 and ϕ(p, d, e, k1, k2) evaluates to true. Note that zip,e ≡ zip,d mod pd

because d ≤ e. Thus F ′
p evaluates to true.

Claim 6. σ satisfies Fi for all i ∈ [1,m].

In the case Xi = {v} we have Fi = Fi,1. Since zi ∈ Xi we have v = zi. Moreover we have
zip,d ≡ zi mod pd for all prime powers pd | ai with d = νp(ai). Hence there is a k ∈ [1, 2] such

that v ≡ zi ≡ zip,d ≡ kYp,d mod pd. From this it follows now that x̃i,p,d,0 = xp,d,k. If |Yp,d| = 1

then k = 1 and σ(xp,d,1) = 1 by definition and if |Yp,d| = 2 then zip,d ≡ kYp,d mod pd and hence
σ(xp,d,k) = 1 by definition which satisfies Fi,1.

In the case Xi = {v1, v2} we have Fi = Fi,2 ∧ Fi,3. Let pd | ai be such that d = νp(ai) and
v1 ≡ v2 mod pd. Since zi ∈ Xi we have zi ≡ v1 ≡ v2 mod pd. Moreover we have zip,d ≡ zi mod pd

for all prime powers pd | ai with d = νp(ai). Hence there is a k ∈ [1, 2] such that v1 ≡ v2 ≡ zi ≡
zip,d ≡ kYp,d mod pd. From this it follows now that x̃i,p,d,0 = xp,d,k. If |Yp,d| = 1 then k = 1 and

σ(xp,d,1) = 1 by definition and if |Yp,d| = 2 then zip,d ≡ kYp,d mod pd and hence σ(xp,d,k) = 1 by

definition which satisfies Fi,3. Now let pd | ai be such that d = νp(ai) and v1 6≡ v2 mod pd and
let qe | ai be such that e = νq(ai) and v1 6≡ v2 mod qe. Since zi ∈ Xi there is an l ∈ [1, 2] such
that zi = vl. Moreover we have zip,d ≡ zi mod pd for all prime powers pd | ai with d = νp(ai).

Hence there is a k1 ∈ [1, 2] such that vl ≡ zi ≡ zip,d ≡ k1Yp,d mod pd. Furthermore we have
ziq,e ≡ zi mod qe for all prime powers qe | ai with e = νq(ai). Hence there is a k2 ∈ [1, 2] such that
vl ≡ zi ≡ ziq,e ≡ k2Yq,e mod qe. We then have

x̃i,p,d,1 =











xp,d,k1 if l = 1

xp,d,3−k1 if l = 2, |Yp,d| = 2, v3−l ≡ (3− k1)Yp,d mod pd

xp,d,0 otherwise

and

x̃i,q,e,2 =











xq,e,k2 if l = 2

xq,e,3−k2 if l = 1, |Yq,e| = 2, v3−l ≡ (3 − k2)Yq,e mod qe

xq,e,0 otherwise.

By this we obtain one of the following four cases

x̃i,p,d,1 xor x̃i,q,e,2 =



















xp,d,k1 xorxq,e,0

xp,d,k1 xorxq,e,3−k2
xp,d,0 xorxq,e,k2
xp,d,3−k1 xorxq,e,k2 .

We have σ(xq,e,0) = 0 and σ(xp,d,k1) = 1 if |Yp,d| = 1 and if |Yp,d| = 2 we have σ(xp,d,k1) = 1
because zip,d ≡ k1Yp,d mod pd. Thus xp,d,k1 xorxq,e,0 is satisfied. Since we have ziq,e ≡ k2Yq,e mod
qe we clearly have ziq,e 6≡ (3− k2)Yq,e mod qe and thus σ(xq,e,3−k2 ) = 0 and xp,d,k1 xorxq,e,3−k2 is
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satisfied. Moreover we have σ(xp,d,0) = 0 and σ(xq,e,k2 ) = 1 if |Yq,e| = 1 and if |Yq,e| = 2 we have
σ(xq,e,k2 ) = 1 because ziq,e ≡ k2Yq,e mod qe. Thus xp,d,0 xorxq,e,k2 is satisfied. Since we have
zip,d ≡ k1Yp,d mod pd we clearly have zip,d 6≡ (3 − k1)Yp,d mod pd and thus σ(xp,d,3−k1) = 0 and
xp,d,3−k1 xorxq,e,k2 is satisfied. We finally obtain that Fi is satisfied.

By Claim 4,5 and 6 it follows now that F is satisfied by σ.
Vice versa suppose F is satisfiable and let σ be a satisfying truth assignment. Then for every

prime power pd with |Yp,d| > 0 we define numbers bp,d by the following

bp,d =











1Yp,d if |Yp,d| = 1

1Yp,d if |Yp,d| = 2, σ(xp,d,1) = 1

2Yp,d if |Yp,d| = 2, σ(xp,d,2) = 1.

Note that by the subformula F0 we have if |Yp,d| = 1 then σ(xp,d,1) = 1 and if |Yp,d| = 2 then
xp,d,1 xorxp,d,2 gives us either σ(xp,d,1) = 1 or σ(xp,d,2) = 1. Thus we have bp,d = kYp,d if and
only if σ(xp,d,k) = 1 for some k ∈ [1, 2]. For all i ∈ [1,m] we define the number bi as the smallest
positive integer satisfying the congruences

bi ≡ bp,d mod pd

for all prime powers pd | ai with d = νp(ai). Then we have 0 ≤ bi < ai.

Claim 7. For all i ∈ [1,m] we have bi ∈ Xi.

In the caseXi = {v} we have for every prime power pd | ai with d = νp(ai) that 1 = σ(x̃i,p,d,0) =
σ(xp,d,k) for some k ∈ [1, 2] by Fi,1 since F0 gives us σ(xp,d,0) = 0 and hence kYp,d ≡ v mod pd.
Thus we obtain bp,d = kYp,d from which it follows now that

bi ≡ bp,d ≡ kYp,d ≡ v mod pd.

All congruences together now give us bi ≡ v mod ai and since 0 ≤ bi, v < ai we obtain bi = v. In
the case Xi = {v1, v2} we have for every prime power pd | ai with d = νp(ai) and v1 ≡ v2 mod pd

that 1 = σ(x̃i,p,d,0) = σ(xp,d,k) for some k ∈ [1, 2] by Fi,3 and hence kYp,d ≡ v1 ≡ v2 mod pd.
Thus we obtain bp,d = kYp,d from which it follows now that

bi ≡ bp,d ≡ kYp,d ≡ v1 ≡ v2 mod pd.

Moreover we either have σ(x̃i,p,d,1) = 1 and σ(x̃i,q,e,2) = 0 or σ(x̃i,p,d,1) = 0 and σ(x̃i,q,e,2) = 1
for every prime power pd | ai with d = νp(ai) and v1 6≡ v2 mod pd and all qe | ai with e = νq(ai)

and v1 6≡ v2 mod qe. This follows from the following: let pd11 | ai with d1 = νp1(ai) and pd22 | ai
with d2 = νp2(ai) be prime powers (we may have p1 = p2) and assume σ(x̃i,p1,d1,1) = c and
σ(x̃i,p2,d2,2) = c for some c ∈ {0, 1}. Then Fi,2 gives us x̃i,p1,d1,1 xor x̃i,p2,d2,2 which yields a
contradiction. Now let l ∈ [1, 2] be such that σ(x̃i,p,d,l) = 1 for every prime power pd | ai with
d = νp(ai) and v1 6≡ v2 mod pd and let k ∈ [1, 2] be such that x̃i,p,d,l = xp,d,k. Note that k = 0 is
not possible since σ(x̃i,p,d,l) = 1 and σ(xp,d,0) = 0 by F0. Then we have vl ≡ kYp,d mod pd and
σ(xp,d,k) = 1 from which it follows now that

bi ≡ bp,d ≡ kYp,d ≡ vl mod pd.

All congruences together now give us bi ≡ vl mod ai and since 0 ≤ bi, vl < ai we obtain bi = vl.

Claim 8. There is b ∈ N such that b ≡ bi mod ai for all i ∈ [1,m].

Let i ∈ [1,m] and j ∈ [1,m] be such that pd | ai is a prime power with d = νp(ai) and
pe | aj is a prime power with e = νp(aj) and d ≤ e. Then there are k1, k2 ∈ [1, 2] such that
σ(xp,d,k1) = 1 and σ(xp,e,k2 ) = 1 because of F0. Then we have bp,d = k1Yp,d and bp,e = k2Yp,e.
Assume bp,d 6≡ bp,e mod pd. Then the subformula F ′

p gives us

ϕ(p, d, e, k1, k2) =

{

xp,e,k2 ⇒ xp,d,k1 if k1Yp,d ≡ k2Yp,e mod pd

xp,e,k2 ⇒ ¬xp,d,k1 if k1Yp,d 6≡ k2Yp,e mod pd.

17



We have
k1Yp,d ≡ bp,d 6≡ bp,e ≡ k2Yp,e mod pd

by assumption which gives us

ϕ(p, d, e, k1, k2) = xp,e,k2 ⇒ ¬xp,d,k1 .

Since we have σ(xp,d,k1) = 1 and σ(xp,e,k2 ) = 1 we obtain that F ′
p evaluates to false which is a

contradiction. Thus bp,d ≡ bp,e mod pd and we can define b ≡ bi mod ai for all i ∈ [1,m].
By Claim 8 we can define 0 ≤ b < ord(α) as the smallest positive integer satisfying b ≡

bi mod ai for all i ∈ [1,m]. Then we have

αb =

m
∏

i=1

αbi =

m
∏

i=1

αbii

in which by Claim 7 we have bi ∈ Xi from which it finally follows that for all j ∈ [1, n] we have

jα
b

∈ {jβ − 1, jβ, jβ + 1}

and hence l∞(β, αb) ≤ 1.

Lemma 6. Let l ≥ 3 be an integer and let a ∈ [0, l − 1]. Then we have l∞([[l]]a, [[l]]x) ≤ 1 if and

only if x ≡ a mod l.

Proof. One direction follows immediately since we clearly have l∞([[l]]a, [[l]]a) = 0. Now suppose
l∞([[l]]a, [[l]]x) ≤ 1. It suffices to show l∞([[l]]a, [[l]]x) > 1 if x 6≡ a mod l. In the case b ∈ [1, l − 2]

we have (l − a)[[l]]
a

= l and (l − a)[[l]]
a+b

= b giving us a distance of at least 2. In the case

b = l − 1 and a = 0 we have 1[[l]]
0

= 1 and 1[[l]]
l−1

= l which gives us a distance of l − 1.
Finally consider the remaining case b = l − 1 and a ∈ [1, l − 1]. We have (l − a+ 1)[[l]]

a

= 1 and

(l − a+ 1)[[l]]
a+(l−1)

= (l − a+ 1)[[l]]
a−1

= l which gives us also a distance of l − 1.

Theorem 5. Let t ∈ N be odd and let 0 ≤ t1 < t2 < t be such that t1 6≡ t2 mod p for all primes

p with p | t. Then there is a cycle α of length t and a permutation β in which β is a product of

disjoint 2-cycles such that l∞(β, αt1) ≤ 1 and l∞(β, αt2 ) ≤ 1 and for all x ∈ [0, t − 1] there is

i ∈ [1, t] such that iα
x

= iβ and jα
x

6= jβ for all j ∈ [1, t] \ {i}.

Proof. We define
ω = t2 − t1.

Then ω is a generator of the additive group (Zt,+) since t1 6≡ t2 mod p for all primes p with p | t
and in particular ω and t are coprime and we can define 0 ≤ ψ < t as the smallest positive integer
satisfying

ψ ≡ ω−1(t− t1) mod t

since ω−1 mod t exists. For i = 0, . . . , t − 1 we define 0 ≤ ωi < t as the smallest positive integer
satisfying ωi ≡ iω mod t. Moreover for i = 0, . . . , t−1 we define 0 ≤ ψi < t as the smallest positive
integer satisfying ψi ≡ ψ+ i mod t. Now we define the cycle α = (α0, . . . , αt−1) of length t by the
following:

αωi =

{

2i+ 1 if 0 ≤ i ≤ t−1
2

2(t− i) if t+1
2 ≤ i ≤ t− 1.

For i = 0, . . . , t− 1 we define 0 ≤ di,1, di,2 < t as the smallest positive integers satisfying

di,k ≡ i+ tk mod t

for k ∈ [1, 2]. Then αtk maps αi to αdi,k for all i ∈ [0, t− 1].
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Claim 9. Let i ∈ [0, t− 1] and let j ∈ [0, t− 1] be such that ωj = di,1. If j = t− 1 then di,2 = ω0

and if 0 ≤ j ≤ t− 2 then di,2 = ωj+1.

We have

di,1 ≡ i+ t1 mod t

⇔ i ≡ di,1 − t1 mod t

⇔ di,2 ≡ i+ t2 ≡ di,1 − t1 + t2 ≡ di,1 + ω mod t

⇔ di,2 ≡ ωj + ω mod t

⇔ di,2 ≡ jω + ω mod t

⇔ di,2 ≡ (j + 1)ω mod t

⇔ di,2 ≡

{

ω0 mod t if j = t− 1

ωj+1 mod t if j ∈ [0, l− 2].

Since 0 ≤ di,2 < t and 0 ≤ ω0, ωj+1 < t we finally obtain

di,2 =

{

ω0 if j = t− 1

ωj+1 if j ∈ [0, t− 2].

By Claim 9 we have 1 ≤ |αdi,1 − αdi,2 | ≤ 2 for all i ∈ [0, t − 1] and if |αdi,1 − αdi,2 | = 1 then
either αdi,2 = 1 or αdi,1 = t. We define for all i ∈ [0, t− 1]

α′
i =











αdi,1+αdi,2
2 if |αdi,1 − αdi,2 | = 2

1 if |αdi,1 − αdi,2 | = 1 and αdi,2 = 1

t if |αdi,1 − αdi,2 | = 1 and αdi,1 = t.

Now we define the permutation β by the following:

β =

t−1
∏

i=0

βi

in which

βi =

{

(αi, α
′
i) if αi < α′

i

id otherwise.

Claim 10. For all i ∈ [0, t− 1] we have dωψi ,1 = ωi.

We have

dωψi ,1 ≡ ωψi + t1 mod t

≡ ψiω + t1 mod t

≡ ((t− t1)ω
−1 + i)ω + t1 mod t

≡ t− t1 + iω + t1 mod t

≡ ωi mod t.

Since 0 ≤ dωψi ,1, ωi < t we finally obtain dωψi ,1 = ωi.

Claim 11. For all i ∈ [0, t− 1] we have α′
ωψi

= αωt−1−i .

Note that by Claim 10 we have dωψi ,1 = ωi. Then we have by Claim 9

dωψi ,2 =

{

ωi+1 if i ∈ [0, t− 2]

ω0 if i = t− 1.
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Case 1: i ∈ [0, t−3
2 ]. We have

α′
ωψi

=
αdωψi ,1

+ αdωψi,2

2

=
αωi + αωi+1

2

=
2i+ 1 + 2(i+ 1) + 1

2
= 2i+ 2

= 2(t− (t− 1− i))

= αωt−1−i .

Case 2: i = t−1
2 . We have αdωψi,1

= αωi = t and hence

α′
ωψi

= αdωψi ,1
= t = αω

t−1− t−1
2

.

Case 3: i ∈ [ t+1
2 , t− 2]. We have

α′
ωψi

=
αdωψi ,1

+ αdωψi,2

2

=
αωi + αωi+1

2

=
2(t− i) + 2(t− (i+ 1))

2
= 2(t− i)− 1

= 2(t− 1− i) + 1

= αωt−1−i .

Case 4: i = t− 1. We have αdωψi,2
= αω0 = 1 and hence

α′
ωψi

= αdωψi ,2
= 1 = αωt−1−(t−1)

.

Claim 12. For all i ∈ [0, t− 1] and j ∈ [0, t− 1] we have α′
i = αj if and only if α′

j = αi.

Suppose α′
i = αj and let 0 ≤ e < t be such that i = ωψe . Note that e exists. Since ω is a

generator there is c ∈ [0, t − 1] such that i ≡ ωc mod t and we can choose e ≡ c − ψ mod t. By
Claim 11 we have α′

ωψe
= αωt−1−e (i.e. j = ωt−1−e). Claim 11 also gives us

α′
j = α′

ωt−1−e

= α′
ωψ−ψ+t−1−e

=

{

α′
ωψt−1−e−ψ

if ψ ≤ t− 1− e

α′
ωψt−1−e+t−ψ

if ψ > t− 1− e

=

{

αωt−1−(t−1−e−ψ)
if ψ ≤ t− 1− e

αωt−1−(t−1−e+t−ψ)
if ψ > t− 1− e

=

{

αωe+ψ if ψ ≤ t− 1− e

αωe−t+ψ if ψ > t− 1− e

= αωψe
= αi.
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Note that 0 ≤ ψe < t and hence ψe = e+ψ if ψ ≤ t−1−e because e+ψ ≤ t−1 and ψe = e− t+ψ
if ψ > t− 1− e because e+ ψ ≥ t.

By Claim 12 it also follows that the cycles of β are disjoint: suppose β contains (αh, αi) and
(αj , αi) for some pairwise different h, i, j ∈ [0, t − 1]. Then we have αh = α′

i = αj which yields
h = j contradicting h 6= j.

Now it suffices to show l∞(β, αt1) ≤ 1 and l∞(β, αt2 ) ≤ 1. By Claim 9 we have for all
i ∈ [0, t− 1] and all k ∈ [1, 2]

αα
tk

i ∈ {αj − 1, αj , αj + 1}

for some j ∈ [0, t− 1]. Moreover we have α′
i = αj . By Claim 12 we then have α′

j = αi and hence

αα
tk

j ∈ {αi − 1, αi, αi + 1}.

Thus we either have βi = (αi, αj) and βj = id or βi = id and βj = (αi, αj) yielding a distance of
at most 1 if i 6= j. In the case

αα
tk

i ∈ {αi − 1, αi, αi + 1}

we have that αi is a fixed point in β yielding a distance of at most 1. Thus we finally obtain
l∞(β, αt1 ) ≤ 1 and l∞(β, αt2 ) ≤ 1.

It remains to show the second part of the theorem. We define the distance ∆ : [0, t − 1]2 →
[0, t− 1] as ∆(i, j) = k in which 0 ≤ k ≤ t− 1 is the unique number such that i+ ωk ≡ j mod t.

Claim 13. Let i ∈ [0, t − 1] and j ∈ [0, t − 1] and let 0 ≤ g, h ≤ t − 1 be such that i = ωg and

j = ωh then we have ∆(i, j) = h− g if g ≤ h and ∆(i, j) = t− g + h if g > h.

Suppose g ≤ h. Then we have

ωg + ωh−g ≡ gω + (h− g)ω ≡ hω ≡ ωh mod t

and hence ∆(i, j) = h− g. Now suppose g > h. In this case we have

ωg + ωt+h−g ≡ gω + (t+ h− g)ω ≡ hω ≡ ωh mod t

and ∆(i, j) = t+ h− g.
By Claim 11 we have α′

ωψi
= αωt−1−i for all i ∈ [0, t− 1]. Then α∆(ωψi ,ωt−1−i)ω maps αωψi to

αωt−1−i since clearly αωt−1−i−ωψi maps αωψi to αωt−1−i and we have by Claim 13

ωt−1−i − ωψi ≡ (t− 1− i− ψi)ω ≡ ∆(ωψi , ωt−1−i)ω mod t.

Thus we obtain

α

(

α
∆(ωψi

,ωt−1−i)ω
)

ωψi
= α′

ωψi
= αβωψi

.

Hence it suffices to show ∆(ωψi , ωt−1−i) 6= ∆(ωψj , ωt−1−j) if i 6= j. By Claim 13 we have

∆(ωψi , ωt−1−i) =

{

t− 1− i− ψi if ψi ≤ t− 1− i

t− ψi + t− 1− i if ψi > t− 1− i

=



















t− 1− 2i− ψ if ψi ≤ t− 1− i and ψ + i < t

2t− 1− 2i− ψ if ψi ≤ t− 1− i and ψ + i ≥ t

or ψi > t− 1− i and ψ + i < t

3t− 1− 2i− ψ if ψi > t− 1− i and ψ + i ≥ t.

For the second equation note that ψi = ψ+ i if ψ+ i < t and ψi = ψ+ i− t if ψ+ i ≥ t. Assuming
∆(ωψi , ωt−1−i) = ∆(ωψj , ωt−1−j) for some j ∈ [0, t− 1] \ {i} gives us one of the following cases:

t− 1− 2i− ψ = t− 1− 2j − ψ if and only if i = j

t− 1− 2i− ψ = 2t− 1− 2j − ψ if and only if 2(j − i) = t

t− 1− 2i− ψ = 3t− 1− 2j − ψ if and only if j = t+ i
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2t− 1− 2i− ψ = t− 1− 2j − ψ if and only if 2(i− j) = t

2t− 1− 2i− ψ = 2t− 1− 2j − ψ if and only if i = j

2t− 1− 2i− ψ = 3t− 1− 2j − ψ if and only if 2(j − i) = t

3t− 1− 2i− ψ = t− 1− 2j − ψ if and only if i = t+ j

3t− 1− 2i− ψ = 2t− 1− 2j − ψ if and only if 2(i− j) = t

3t− 1− 2i− ψ = 3t− 1− 2j − ψ if and only if i = j.

This gives us a contradiction in all cases since i = j contradicts j ∈ [0, t− 1] \ {i}, 2(j− i) = t and
2(j − i) = t contradict the fact that t is odd and j = t + i and i = t + j contradict 0 ≤ i, j < t.
Hence ∆(ωψi , ωt−1−i) 6= ∆(ωψj , ωt−1−j). We finally obtain

α

(

α
∆(ωψi

,ωt−1−i)ω
)

ωψj
6= α

(

α
∆(ωψj

,ωt−1−j)ω
)

ωψj
= α′

ωψj
= αβωψj

for all j ∈ [0, t− 1] \ {i}.

Corollary 1. Let t ∈ N be odd and let 0 ≤ t1 < t2 < t be such that t1 6≡ t2 mod p for all primes

p with p | t. Moreover let d ≥ 3 be an integer with gcd(d, t) = 1 and let 0 ≤ d0 < d. Then there

are permutations γ, δ ∈ St+d such that l∞(δ, γa1) ≤ 1 and l∞(δ, γa2) ≤ 1 in which ar satisfies the

congruences ar ≡ d0 mod d and ar ≡ tr mod t for r ∈ [1, 2].

Proof. Let α and β be the permutations that Theorem 5 yields regarding the numbers t1, t2, t.
Moreover let ε = [[d]]. We define γ = (α, ε) ∈ St × Sd and δ = (β, εd0) ∈ St × Sd. Then we have
l∞(δ, γa1) ≤ 1 and l∞(δ, γa2) ≤ 1 since γar = (αar , εar ) = (αtr , εd0) with r ∈ [1, 2] and clearly
l∞(εd0 , εd0) ≤ 1 and l∞(β, αtr ) ≤ 1 follows from Theorem 5.

Theorem 6. The Subgroup distance problem regarding the l∞ distance is NP-complete when

the input group is abelian and given by two generators and k = 1.

Proof. We give a log-space reduction from X3HS. Let X be a finite set and B ⊆ 2X be a set of
subsets of X all of size 3. W.l.o.g. assume that X = [1, n] and let B = {C1, . . . , Cm}. For i ∈ X
we denote by Di ⊆ [1,m] the ordered set of all numbers j such that i ∈ Cj . For k ∈ [1, |Di|] we
denote by kDi the k

th element of Di. For i ∈ [1, n] and j ∈ [0,m] let pi,j be the (jn + i)th odd
prime. We define qj =

∏

i∈Cj
pi,j . Moreover let N =

∑n
i=1 pi,0pi,m|Di|+ 2

∑m
j=1(p

2
n,j + pn,j). We

will work with the group

G =

n
∏

i=1

Vi ×
m
∏

j=1

Uj

with Vi = S
|Di|
pi,0pi,m and Uj = S2

p2
n,j

+pn,j
which naturally embeds into SN . We define auxiliary per-

mutations by the following: for i ∈ [1, n] and k ∈ [1, |Di|] let αi,kDi and βi,kDi be the permutations
that Theorem 5 yields regarding the solutions 0 ≤ xi,k,1, xi,k,2 < pi,0pi,kDi with

xi,k,1 ≡ 0 mod pi,0

xi,k,1 ≡ 0 mod pi,kDi

and

xi,k,2 ≡ 1 mod pi,0

xi,k,2 ≡ 1 mod pi,kDi

in which αi,kDi is a cycle of length pi,0pi,kDi and βi,kDi is a product of 2-cycles. Moreover we define
the following: for j ∈ [1,m] let γj,1, δj,1 be the permutations that Corollary 1 yields regarding the
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solutions 0 ≤ yj,1, yj,2 < qj with

yj,1 ≡ 1 mod pi1,j

yj,1 ≡ 0 mod pi2,j

yj,1 ≡ 0 mod pi3,j

and

yj,2 ≡ 0 mod pi1,j

yj,2 ≡ 1 mod pi2,j

yj,2 ≡ 0 mod pi3,j

in which i1 < i2 < i3 ∈ Cj are the elements of Cj . Furthermore for j ∈ [1,m] let γj,2, δj,2 be the
permutations that Corollary 1 yields regarding the solutions 0 ≤ zj,1, zj,2 < qj with

zj,1 ≡ 0 mod pi1,j

zj,1 ≡ 0 mod pi2,j

zj,1 ≡ 0 mod pi3,j

and

zj,2 ≡ 1 mod pi1,j

zj,2 ≡ 0 mod pi2,j

zj,2 ≡ −1 mod pi3,j

in which i1 < i2 < i3 ∈ Cj are the elements of Cj . Note that these permutations can be constructed
in log-space. Also note that these solutions are the only solutions by Lemma 5 and Lemma 6. We
define the input group elements τ, π1, π2 ∈ G as follows where i ranges over [1, n], j ranges over
[1,m] and k ranges over [1, |Di|]:

τ = (τ1, . . . , τn, τ
′
1, . . . , τ

′
m) with

τi = (τi,1, . . . , τi,|Di|)

τi,k = βi,kDi

τ ′j = (δj,1, δj,2)

π1 = (ρ1,1, . . . , ρ1,n, σ1,1, . . . , σ1,m) with

ρ1,i = (ρ1,i,1, . . . , ρ1,i,|Di|)

ρ1,i,k = αi,kDi

σ1,j = (γj,1, id)

and

π2 = (ρ2,1, . . . , ρ2,n, σ2,1, . . . , σ2,m) with

ρ2,i = (ρ2,i,1, . . . , ρ2,i,|Di|)

ρ2,i,k = id

σ2,j = (γj,1, γj,2).

Note that π1 and π2 commute.
Now we will show there are x1, x2 ∈ N such that l∞(τ, πx1

1 πx2
2 ) ≤ 1 if and only if there is a

subset X ′ ⊆ X such that |X ′ ∩ Cj | = 1 for all j ∈ [1,m].
Suppose there are x1, x2 ∈ N such that l∞(τ, πx1

1 πx2
2 ) ≤ 1. Then we define

X ′ = {i | x1 ≡ 1 mod pi,0}.
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Claim 14. For all i ∈ [1, n] and all k ∈ [1, |Di|] the following holds: x1 ≡ 0, 1 mod pi,kDi and

x1 ≡ 0, 1 mod pi,0. Moreover x1 ≡ 1 mod pi,0 if and only if x1 ≡ 1 mod pi,kDi .

The first part follows from the fact that l∞(τi,k, ρ
x1

1,i,kρ
x2

2,i,k) = l∞(βi,kDi , α
x1

i,kDi
) ≤ 1 if and

only if x1 ≡ xi,k,1, xi,k,2 mod pi,0pi,kDi . The second part follows from the definitions of xi,k,1 and
xi,k,2.

Claim 15. For all j ∈ [1,m] there is exactly one a ∈ Cj such that x1 ≡ 1 mod pa,j and x1 ≡
0 mod pb,j for all b ∈ Cj \ {a}.

Consider the projection onto the factor Uj . We have l∞(τ ′j , σ
x1

1,jσ
x2

2,j) ≤ 1 which gives us the
two statements

l∞(δj,1, γ
x1

j,1γ
x2

j,1) ≤ 1 (6)

and
l∞(δj,2, γ

x2

j,2) ≤ 1. (7)

By (7) we obtain x2 ≡ zj,1, zj,2 mod qj . Moreover l∞(δj,1, γ
x
j,1) ≤ 1 holds if and only if x ≡

yj,1, yj,2 mod qj . Hence by (6) we obtain x1 + x2 ≡ yj,1, yj,2 mod qj . If x2 ≡ zj,1 ≡ 0 mod qj we
obtain x1 ≡ yj,1, yj,2 mod qj . If x2 ≡ zj,2 mod qj we obtain the following

x1 + x2 ≡ x1 + 1 mod pi1,j

x1 + x2 ≡ x1 + 0 mod pi2,j

x1 + x2 ≡ x1 − 1 mod pi3,j

in which i1 < i2 < i3 ∈ Cj are the elements of Cj . In the case x1 + x2 ≡ yj,2 mod qj we obtain

x1 + 1 ≡ 0 mod pi1,j

x1 + 0 ≡ 1 mod pi2,j

x1 − 1 ≡ 0 mod pi3,j

which gives us by

x1 ≡ −1 mod pi1,j

x1 ≡ 1 mod pi2,j

x1 ≡ 1 mod pi3,j

a contradiction since x1 ≡ −1 mod pi1,j is not possible by Claim 14. For this also note that
pi,j ≥ 3. Thus x1 + x2 ≡ yj,1 mod qj and

x1 + 1 ≡ 1 mod pi1,j

x1 + 0 ≡ 0 mod pi2,j

x1 − 1 ≡ 0 mod pi3,j

which gives us

x1 ≡ 0 mod pi1,j

x1 ≡ 0 mod pi2,j

x1 ≡ 1 mod pi3,j.

Now we define 0 ≤ yj,3 < qj as the smallest positive integer satisfying the congruences

yj,3 ≡ 0 mod pi1,j

yj,3 ≡ 0 mod pi2,j

yj,3 ≡ 1 mod pi3,j.
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Hence there is exactly one a ∈ [1, 3] such that x1 ≡ yj,a ≡ 1 mod pia,j and for all b ∈ [1, 3] \ {a}
we have x1 ≡ yj,a ≡ 0 mod pib,j which proves the claim. For this also note that the congruence
for x2 can be chosen suitably for every j ∈ [1,m]. This does not interfere other congruences since
qj1 and qj2 are coprime for j1 6= j2.

Now we show |X ′ ∩ Cj | = 1 for all j ∈ [1,m]. Let j ∈ [1,m]. By Claim 15 there is exactly
one a ∈ Cj such that x1 ≡ 1 mod pa,j and x1 ≡ 0 mod pb,j for all b ∈ Cj \ {a}. By Claim 14
we have x1 ≡ 1 mod pi,a if and only if x1 ≡ 1 mod pa,0. Hence a ∈ X ′. Moreover by Claim 14
x1 ≡ 0 mod pb,j if and only if x1 ≡ 0 mod pb,0 and by this b 6∈ X ′ for all b ∈ Cj \ {a}. Hence
|X ′ ∩ Cj | = 1.

Vice versa suppose there is a subset X ′ ⊆ X such that |X ′ ∩ Cj | = 1 for all j ∈ [1,m]. Then
we define x1 ∈ N as the smallest positive integer satisfying the congruences

x1 ≡

{

1 mod pi,0pi,kDi if i ∈ X ′

0 mod pi,0pi,kDi if i 6∈ X ′

for all i ∈ [1, n] and all k ∈ [1, |Di|]. Then by projecting onto the factor Vi we clearly have
l∞(τi,k, ρ

x1

1,i,kρ
x2

2,i,k) = l∞(βi,k, α
x1

i,kDi
) ≤ 1 because x1 ≡ xi,k,1 mod pi,0pi,kDi or x1 ≡ xi,k,2 mod

pi,0pi,kDi . Since |X
′∩Cj | = 1 for all j ∈ [1,m] there is exactly one a ∈ Cj such that x1 ≡ 1 mod pa,j

and x1 ≡ 0 mod pb,j for all b ∈ Cj \ {a} and thus x1 ≡ yj,a mod qj . Hence we can define x2 ∈ N

as the smallest positive integer satisfying the congruences

x2 ≡

{

zj,1 mod qj if x1 ≡ yj,1, yj,2 mod qj

zj,2 mod qj if x1 ≡ yj,3 mod qj .

Then by projecting onto the factor Uj we have

l∞(δj,1, γ
x1

j,1γ
x2

j,1) ≤ 1

and
l∞(δj,2, γ

x2

j,2) ≤ 1

because x2 ≡ zj,1 mod qj or x2 ≡ zj,2 mod qj and x1 + x2 ≡ yj,3 + zj,2 ≡ yj,1 mod qj or x1 + x2 ≡
x1 + zj,1 ≡ x1 ≡ yj,1, yj,2 mod qj which gives us l∞(τ ′j , σ

x1

1,jσ
x2

2,j) ≤ 1 from which it follows now
that l∞(τ, πx1

1 πx2
2 ) ≤ 1.

3.4 lp Distance and Lee Distance

Let p ≥ 1 be any fixed non-negative integer throughout this section.

Lemma 7. Let t, q ∈ N be odd primes with t 6= q and let a ∈ [0, tq − 1]. Moreover let δ ∈ Stq be

the cycle defined by

δ = (1, 3, 5, . . . , tq, tq − 1, tq − 3, . . . , 2).

Then the following holds

p-val
(

δ
tq+1

2 , δa
)

=























(tq − 1)p + 2
∑

tq−3
2

i=0 (2i+ 1)p if a ∈ {0, 1}

(2a− 1) · |tq − 2a+ 1|p + 2
∑

tq−1
2 −a

i=0 (2i+ 1)p if a ∈ [2, tq−1
2 ]

0 if a = tq+1
2

(2tq − 2a+ 1) · |tq − 2a+ 1|p + 2
∑a− tq+3

2

i=0 (2i+ 1)p if a ∈ [ tq+3
2 , tq − 1].

Proof. Clearly p-val
(

δ
tq+1

2 , δa
)

= 0 if a = tq+1
2 . Now suppose a 6= tq+1

2 .

Case 1: a ∈ {0, 1}. Suppose a = 0. For all i ∈ [0, tq−3
2 ] we have (2i + 1)δ

tq+1
2 = tq − (2i + 1)

and (2i+ 1)δ
0

= 2i+ 1 which gives us a distance of

|tq − (2i+ 1)− (2i+ 1)|p = |tq − 4i− 2|p. (8)
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Moreover for all i ∈ [0, tq−3
2 ] we have (2i + 2)δ

tq+1
2 = tq − 2i and (2i + 2)δ

0

= 2i + 2 which gives
us a distance of

|tq − 2i− (2i+ 2)|p = |tq − 4i− 2|p. (9)

Moreover tqδ
tq+1

2 = 1 and tqδ
0

= tq with the distance

|tq − 1|p. (10)

Summing over (8),(9) and (10) gives us

p-val
(

δ
tq+1

2 , δ0
)

= |tq − 1|p + 2

tq−3
2
∑

i=0

|tq − 4i− 2|p

= (tq − 1)p + 2

tq−3
2
∑

i=0

(2i+ 1)p.

Suppose a = 1. For all i ∈ [0, tq−3
2 ] we have (2i+ 1)δ

tq+1
2 = tq − (2i + 1) and (2i + 1)δ

1

= 2i + 3
which gives us a distance of

|tq − (2i+ 1)− (2i+ 3)|p = |tq − 4i− 4|p. (11)

Moreover for all i ∈ [0, tq−5
2 ] we have (2i + 4)δ

tq+1
2 = tq − 2i − 2 and (2i + 4)δ

1

= 2i + 2 which
gives us a distance of

|tq − 2i− 2− (2i+ 2)|p = |tq − 4i− 4|p. (12)

Moreover tqδ
tq+1

2 = 1 and tqδ
1

= tq − 1 and 2δ
tq+1

2 = tq and 2δ
1

= 1 with the distance

|tq − 2|p + |tq − 1|p. (13)

Summing over (11),(12) and (13) gives us

p-val
(

δ
tq+1

2 , δ1
)

= |tq − 2|p + |tq − 1|p + 2

tq−5
2
∑

i=0

|tq − 4i− 4|p + |tq − 2|p

= (tq − 1)p + 2

tq−3
2
∑

i=0

(2i+ 1)p.

Case 2: a ∈ [2, tq−1
2 ]. For all i ∈ [0, tq−1

2 − a] we have (2i+1)δ
tq+1

2 = tq− (2i+1) and (2i+1)δ
a

=
2i+ 1 + 2a which gives us a distance of

|tq − (2i+ 1)− (2i+ 1 + 2a)|p = |tq − 4i− 2− 2a|p. (14)

Moreover for all i ∈ [ tq+1
2 −a, tq−3

2 ] we have (2i+1)δ
tq+1

2 = tq−(2i+1) and (2i+1)δ
a

= 2tq−2a−2i
which gives us a distance of

|2tq − 2a− 2i− (tq − (2i+ 1))|p = |tq − 2a+ 1|p. (15)

Moreover tqδ
tq+1

2 = 1 and tqδ
a

= tq − 2a+ 1 with the distance

|tq − 2a|p. (16)

Moreover for all i ∈ [0, tq−3
2 − a] we have (tq − (2i + 1))δ

tq+1
2 = 2i + 3 and (tq − (2i + 1))δ

a

=
tq − (2i+ 1)− 2a which gives us a distance of

|tq − (2i+ 1)− 2a− (2i+ 3)|p = |tq − 4i− 4− 2a|p. (17)
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Moreover for all i ∈ [ tq−1
2 − a, tq−3

2 ] we have (tq − (2i+ 1))δ
tq+1

2 = 2i+ 3 and (tq − (2i+ 1))δ
a

=
−tq + 2a+ 2i+ 2 which gives us a distance of

|2i+ 3− (−tq + 2a+ 2i+ 2)|p = |tq − 2a+ 1|p. (18)

Summing over (14),(15),(16),(17) and (18) gives us

p-val
(

δ
tq+1

2 , δa
)

=

(

tq − 3

2
−

(

tq + 1

2
− a

)

+ 1

)

|tq − 2a+ 1|p + |tq − 2a|p

+

(

tq − 3

2
−

(

tq − 1

2
− a

)

+ 1

)

|tq − 2a+ 1|p

+

tq−1
2 −a
∑

i=0

|tq − 4i− 2− 2a|p +

tq−3
2 −a
∑

i=0

|tq − 4i− 4− 2a|p

= (2a− 1)|tq − 2a+ 1|p + 2|tq − 2a|p + 2

tq−3
2 −a
∑

i=0

|tq − 4i− 2− 2a|p

= (2a− 1)|tq − 2a+ 1|p + 2

tq−1
2 −a
∑

i=0

(2i+ 1)p.

Case 3: a ∈ [ tq+3
2 , tq − 1]. For all i ∈ [0, tq − a − 1] we have (2i + 1)δ

tq+1
2 = tq − (2i + 1) and

(2i+ 1)δ
a

= 2tq − 2a− 2i which gives us a distance of

|2tq − 2a− 2i− (tq − (2i+ 1))|p = |tq − 2a+ 1|p. (19)

Moreover for all i ∈ [tq−a, tq−3
2 ] we have (2i+1)δ

tq+1
2 = tq−(2i+1) and (2i+1)δ

a

= 2a+2i−2tq+1
which gives us a distance of

|tq − (2i+ 1)− (2a+ 2i− 2tq + 1)|p = |3tq − 2− 4i− 2a|p. (20)

Moreover tqδ
tq+1

2 = 1 and tqδ
a

= 2a− tq with the distance

|1− 2a+ tq|p. (21)

Moreover for all i ∈ [0, tq − a − 1] we have (tq − (2i + 1))δ
tq+1

2 = 2i + 3 and (tq − (2i + 1))δ
a

=
2a+ 2i+ 2− tq which gives us a distance of

|2i+ 3− (2a+ 2i+ 2− tq)|p = |tq − 2a+ 1|p. (22)

Moreover for all i ∈ [tq − a, tq−3
2 ] we have (tq − (2i + 1))δ

tq+1
2 = 2i + 3 and (tq − (2i + 1))δ

a

=
3tq − 2a− 2i− 1 which gives us a distance of

|3tq − 2a− 2i− 1− (2i+ 3)|p = |3tq − 4− 4i− 2a|p. (23)
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Summing over (19),(20),(21),(22) and (23) gives us

p-val
(

δ
tq+1

2 , δa
)

= (2tq − 2a+ 1)|tq − 2a+ 1|p

+

tq−3
2
∑

i=tq−a

|3tq − 2− 4i− 2a|p +

tq−3
2
∑

i=tq−a

|3tq − 4− 4i− 2a|p

= (2tq − 2a+ 1)|tq − 2a+ 1|p

+

a− tq+3
2

∑

i=0

|2a− tq − 4i− 2|p +

a− tq+3
2

∑

i=0

|2a− tq − 4i− 4|p

= (2tq − 2a+ 1)|tq − 2a+ 1|p + 2

a− tq+3
2

∑

i=0

|tq − 4i− 2− 2a|p

= (2tq − 2a+ 1)|tq − 2a+ 1|p + 2

a− tq+3
2

∑

i=0

(2i+ 1)p.

Lemma 8. Let t, q ≥ 3 be primes with t 6= q. Let 0 ≤ r, s < tq be the smallest positive integers

satisfying

s ≡ 1 mod t r ≡ 0 mod t

s ≡ 0 mod q r ≡ 1 mod q

and let δ ∈ Stq be the cycle defined by

δ = (1, 3, 5, . . . , tq, tq − 1, tq − 3, . . . , 2).

Then the following holds

p-val
(

δ
tq+1

2 , δr
)

= p-val
(

δ
tq+1

2 , δs
)

= (tq − |s− r|) · |s− r|p + 2

|s−r|
2 −1
∑

i=0

(2i+ 1)p

< (tq − 1)p + 2

tq−3
2
∑

i=0

(2i+ 1)p

= p-val
(

δ
tq+1

2 , δ0
)

= p-val
(

δ
tq+1

2 , δ1
)

.

Proof. We clearly have r 6= s. Moreover because of the above congruences we have r, s /∈ {0, 1}
and since 1 < r, s < tq we obtain r + s = tq + 1 which gives us r = tq + 1− s and s = tq + 1− r.
In the case r < s we have 1 < r < tq+1

2 and tq+1
2 < s < tq − 1 and obtain by Lemma 7

p-val
(

δ
tq+1

2 , δr
)

= (2r − 1) · |tq − 2r + 1|p + 2

tq−1
2 −r
∑

i=0

(2i+ 1)p

and

p-val
(

δ
tq+1

2 , δs
)

= (2tq − 2s+ 1) · |tq − 2s+ 1|p + 2

s− tq+3
2

∑

i=0

(2i+ 1)p.
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Now we use r = tq + 1− s and s = tq + 1− r and obtain

p-val
(

δ
tq+1

2 , δr
)

= (2r − 1) · |tq − 2r + 1|p + 2

tq−1
2 −r
∑

i=0

(2i+ 1)p

= (r + tq − (tq + 1− r)) · | − r + (tq + 1− r)|p + 2

(tq+1−r)−r−2
2
∑

i=0

(2i+ 1)p

= (r + tq − s) · | − r + s|p + 2

s−r
2 −1
∑

i=0

(2i+ 1)p

= (tq − |s− r|) · |s− r|p + 2

|s−r|
2 −1
∑

i=0

(2i+ 1)p

and

p-val
(

δ
tq+1

2 , δs
)

= (2tq − 2s+ 1) · |tq − 2s+ 1|p + 2

s− tq+3
2

∑

i=0

(2i+ 1)p

= (tq − s+ (tq + 1− s)) · | − s+ (tq + 1− s)|p + 2

s−(tq+1−s)−2
2
∑

i=0

(2i+ 1)p

= (tq − s+ r) · | − s+ r|p + 2

s−r
2 −1
∑

i=0

(2i+ 1)p

= (tq − |s− r|) · |s− r|p + 2

|s−r|
2 −1
∑

i=0

(2i+ 1)p.

In the case r > s we have tq+1
2 < r < tq − 1 and 1 < s < tq+1

2 and obtain by Lemma 7

p-val
(

δ
tq+1

2 , δr
)

= (2tq − 2r + 1) · |tq − 2r + 1|p + 2

r− tq+3
2

∑

i=0

(2i+ 1)p

and

p-val
(

δ
tq+1

2 , δs
)

= (2s− 1) · |tq − 2s+ 1|p + 2

tq−1
2 −s
∑

i=0

(2i+ 1)p.

Now we use r = tq + 1− s and s = tq + 1− r and as above we analogously obtain

p-val
(

δ
tq+1

2 , δs
)

= (tq − |r − s|) · |r − s|p + 2

|r−s|
2 −1
∑

i=0

(2i+ 1)p = p-val
(

δ
tq+1

2 , δr
)

.

By noting that |r − s| = |s− r| we finally obtain

p-val
(

δ
tq+1

2 , δs
)

= (tq − |s− r|) · |s− r|p + 2

|s−r|
2 −1
∑

i=0

(2i+ 1)p = p-val
(

δ
tq+1

2 , δr
)

.

Furthermore by Lemma 7 we have

p-val
(

δ
tq+1

2 , δ0
)

= p-val
(

δ
tq+1

2 , δ1
)

= (tq − 1)p + 2

tq−3
2
∑

i=0

(2i+ 1)p.
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Moreover we have s− r ≡ 1 mod t and s− r ≡ −1 mod q. Thus |s− r| 6≡ 1,−1 mod tq and hence
2 ≤ |s− r| ≤ tq − 2 from which it finally follows that

(tq − |s− r|) · |s− r|p + 2

|s−r|
2 −1
∑

i=0

(2i+ 1)p < (tq − 1)p + 2

tq−3
2
∑

i=0

(2i+ 1)p. (24)

This is seen as follows: Inequation (24) holds if and only if

(tq − |s− r|) · |s− r|p < (tq − 1)p + 2

tq−3
2
∑

i= |s−r|
2

(2i+ 1)p.

We clearly have (tq − 1)p > |s− r|p and (2i+ 1)p > |s− r|p for all i ∈ [ |s−r|2 , tq−3
2 ]. Moreover we

add up 1 + 2( tq−3
2 − |s−r|

2 + 1) = tq − |s− r| numbers all of which are greater than |s− r|p. Thus
Inequation (24) is true.

Lemma 9. Let t ∈ N be odd and let 0 ≤ t1 < t2 < t be such that t1 6≡ t2 mod q for all primes q
with q | t. Moreover let α, β ∈ St be the permutations that Theorem 5 yields regarding the solutions

t1, t2 i.e. l∞(β, αt1) ≤ 1 and l∞(β, αt2 ) ≤ 1. Then

p-val(β, αx)

{

= t− 1 if x ≡ t1, t2 mod t

≥ 2p(t− 1) if x 6≡ t1, t2 mod t.

Proof. Suppose x ≡ t1, t2 mod t. Then we have l∞(β, αx) ≤ 1. The second part of Theorem 5
states that there is exactly one point i ∈ [1, t] such that iα

x

= iβ and hence

p-val(β, αx) = t− 1.

Now suppose x 6≡ t1, t2 mod t. For all i ∈ [1, t] there are at most 2 possible mappings such that
the distance is exactly 1 namely if iβ = j then the distance is 1 if and only if iα

x

∈ {j − 1, j + 1}
However in the cases j = 1 and j = t there is only one possible mapping such that the distance is
1. This gives a total of 2(t− 2) + 2 mappings where the distance is 1. However αt1 and αt2 cover
t− 1 of these mappings each giving us a total of 2(t− 1) matches. Hence we have |iα

x

− iβ| ≥ 2
except for the single point where the distance is 0 since the second part of Theorem 5 states that
this single point exists for every exponent. By this we obtain

p-val(β, αx) =

t
∑

i=1

|iα
x

− iβ |p ≥ 2p(t− 1) + 0p = 2p(t− 1).

Theorem 7. The Subgroup distance problem regarding the lp distance and the Subgroup

distance problem regarding the Lee distance are NP-complete when the input group is cyclic.

Proof. Obviously the l1 distance reduces to the Lee distance by embedding Sn into S2n. Then
clearly |iτ − iπ| < 2n− |iτ − iπ| for all τ, π ∈ Sn. Hence it suffices to show NP-completeness for
the lp distance.

We give a log-space reduction from Not-All-Equal 3SAT. Let X = {x1, . . . , xn} be a finite set
of variables and C = {c1, . . . , cm} be a set of clauses over X in which every clause contains three
different literals. Throughout the proof when we write cj = {x̃i1 , x̃i2 , x̃i3} we always assume
i1 < i2 < i3. Let p1 < · · · < pn be the first n primes with p1 ≥ 3. Moreover let p̄1 < · · · < p̄n be
the next n primes with p̄1 > pn. We associate xi with pi and x̄i with p̄i for all i ∈ [1, n]. For all
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j ∈ [1,m] we define numbers rj,1, rj,2, rj,3, sj,1, sj,2, sj,3 as the smallest positive integers satisfying
the congruences

sj,1 ≡ 1 mod p̃i2 rj,1 ≡ 0 mod p̃i2

sj,1 ≡ 0 mod p̃i3 rj,1 ≡ 1 mod p̃i3

sj,2 ≡ 1 mod p̃i1 rj,2 ≡ 0 mod p̃i1

sj,2 ≡ 0 mod p̃i3 rj,2 ≡ 1 mod p̃i3

sj,3 ≡ 1 mod p̃i1 rj,3 ≡ 0 mod p̃i1

sj,3 ≡ 0 mod p̃i2 rj,3 ≡ 1 mod p̃i2

in which we assume cj = {x̃i1 , x̃i2 , x̃i3} and define

p̃il =

{

pil if x̃il = xil
p̄il if x̃il = x̄il .

Moreover for all i ∈ [1, n] we define numbers ri, si as the smallest positive integers satisfying

si ≡ 1 mod pi ri ≡ 0 mod pi

si ≡ 0 mod p̄i ri ≡ 1 mod p̄i.

We will work with the group

G =

n
∏

i=1

Vi ×
m
∏

j=1

Uj

in which Vi = Sdpi ×Sdp̄i ×Spip̄i and Uj = S
bj,2bj,3
p̃i2 p̃i3

×S
bj,1bj,3
p̃i1 p̃i3

×S
bj,1bj,2
p̃i1 p̃i2

with cj = {x̃i1 , x̃i2 , x̃i3} and

the following

aj,1 = (p̃i2 p̃i3 − |sj,1 − rj,1|) · |sj,1 − rj,1|
p + 2

|sj,1−rj,1|

2 −1
∑

i=0

(2i+ 1)p

aj,2 = (p̃i1 p̃i3 − |sj,2 − rj,2|) · |sj,2 − rj,2|
p + 2

|sj,2−rj,2|

2 −1
∑

i=0

(2i+ 1)p

aj,3 = (p̃i1 p̃i2 − |sj,3 − rj,3|) · |sj,3 − rj,3|
p + 2

|sj,3−rj,3|

2 −1
∑

i=0

(2i+ 1)p

and

bj,1 = (p̃i2 p̃i3 − 1)p + 2

p̃i2
p̃i3

−3

2
∑

i=0

(2i+ 1)p − aj,1

bj,2 = (p̃i1 p̃i3 − 1)p + 2

p̃i1
p̃i3

−3

2
∑

i=0

(2i+ 1)p − aj,2

bj,3 = (p̃i1 p̃i2 − 1)p + 2

p̃i1
p̃i2

−3

2
∑

i=0

(2i+ 1)p − aj,3
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and

d =

⌈

∑n
i=1(pip̄i − 1) +

∑m
j=1(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3)

2p − 1

⌉

Note that bj,l > 0 by Lemma 8 and sj,l − rj,l is even for all l ∈ [1, 3]. The latter is seen as follows:

since we have 2 ≤ sj,l, rj,l <
p̃i1 p̃i2 p̃i3

p̃il
and sj,l + rj,l ≡ 1 mod

p̃i1 p̃i2 p̃i3
p̃il

we obtain sj,l + rj,l =

1 +
p̃i1 p̃i2 p̃i3

p̃il
and thus sj,l − rj,l = 1 +

p̃i1 p̃i2 p̃i3
p̃il

− 2rj,l. G naturally embedds into SN for

N =

n
∑

i=1

(d(pi + p̄i) + pip̄i) +
∑

cj={x̃i1 ,x̃i2 ,x̃i3}∈C

(p̃i2 p̃i3bj,2bj,3 + p̃i1 p̃i3bj,1bj,3 + p̃i1 p̃i2bj,1bj,2).

Before we define the input group elements let us define auxiliary permutations as follows: for all
i ∈ [1, n] we define permutations that Theorem 5 yields such that

l∞(ηi,1, ζ
0
i,1) ≤ 1 and l∞(ηi,1, ζ

1
i,1) ≤ 1 in which ζi,1, ηi,1 ∈ Spi

l∞(ηi,2, ζ
0
i,2) ≤ 1 and l∞(ηi,2, ζ

1
i,2) ≤ 1 in which ζi,2, ηi,2 ∈ Sp̄i

and
l∞(ηi,3, ζ

ri
i,3) ≤ 1 and l∞(ηi,3, ζ

si
i,3) ≤ 1 in which ζi,3, ηi,3 ∈ Spip̄i .

Note that these permutations can be constructed in log-space. Now we define the input group ele-
ments τ, π ∈ G as follows where i ranges over [1, n] and j ranges over [1,m] and cj = {x̃i1 , x̃i2 , x̃i3}:

τ = (α1, . . . , αn, β1, . . . , βm)

with

αi = (~αdi,1, ~α
d
i,2, αi,3) βj = (~β

bj,2bj,3
j,1 , ~β

bj,1bj,3
j,2 , ~β

bj,1bj,2
j,3 )

αi,1 = ηi,1 βj,1 = (1, 3, 5, . . . , p̃i2 p̃i3 , p̃i2 p̃i3 − 1, p̃i2 p̃i3 − 3, . . . , 2)
p̃i2

p̃i3
+1

2

αi,2 = ηi,2 βj,2 = (1, 3, 5, . . . , p̃i1 p̃i3 , p̃i1 p̃i3 − 1, p̃i1 p̃i3 − 3, . . . , 2)
p̃i1

p̃i3
+1

2

αi,3 = ηi,3 βj,3 = (1, 3, 5, . . . , p̃i1 p̃i2 , p̃i1 p̃i2 − 1, p̃i1 p̃i2 − 3, . . . , 2)
p̃i1

p̃i2
+1

2

and
π = (γ1, . . . , γn, δ1, . . . , δm)

with

γi = (~γdi,1, ~γ
d
i,2, γi,3) δj = (~δ

bj,2bj,3
j,1 , ~δ

bj,1bj,3
j,2 , ~δ

bj,1bj,2
j,3 )

γi,1 = ζi,1 δj,1 = (1, 3, 5, . . . , p̃i2 p̃i3 , p̃i2 p̃i3 − 1, p̃i2 p̃i3 − 3, . . . , 2)

γi,2 = ζi,2 δj,2 = (1, 3, 5, . . . , p̃i1 p̃i3 , p̃i1 p̃i3 − 1, p̃i1 p̃i3 − 3, . . . , 2)

γi,3 = ζi,3 δj,3 = (1, 3, 5, . . . , p̃i1 p̃i2 , p̃i1 p̃i2 − 1, p̃i1 p̃i2 − 3, . . . , 2)

and finally we define

k =
n
∑

i=1

(d(pi − 1) + d(p̄i − 1) + pip̄i − 1) +
m
∑

j=1

(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3).

To ensure that the pth root will be an integer we add kp−1 − 1 copies. Then we clearly have

that there is x ∈ N such that lp

(

~τ (k
p−1),

(

~π(kp−1)
)x)

≤ k if and only if there is x ∈ N such that

p-val(τ, πx) ≤ k. Now we will show there is x ∈ N such that p-val(τ, πx) ≤ k if and only if X,C is
a positive instance of Not-All-Equal 3SAT.

Suppose there is x ∈ N such that p-val(τ, πx) ≤ k.
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Claim 16. For all i ∈ [1, n] we have x ≡ 0, 1 mod pi and x ≡ 0, 1 mod p̄i and

p-val(~αdi,1, (~γ
d
i,1)

x) = d(pi − 1)

p-val(~αdi,2, (~γ
d
i,2)

x) = d(p̄i − 1).

We have by Lemma 9

p-val(αi,1, γ
x
i,1) =

{

= pi − 1 if x ≡ 0, 1 mod pi

≥ 2p(pi − 1) if x 6≡ 0, 1 mod pi

and

p-val(αi,2, γ
x
i,2) =

{

= p̄i − 1 if x ≡ 0, 1 mod p̄i

≥ 2p(p̄i − 1) if x 6≡ 0, 1 mod p̄i.

From this we obtain

p-val(~αdi,1, (~γ
d
i,1)

x)

{

= d(pi − 1) if x ≡ 0, 1 mod pi

≥ 2pd(pi − 1) if x 6≡ 0, 1 mod pi

and

p-val(~αdi,2, (~γ
d
i,2)

x)

{

= d(p̄i − 1) if x ≡ 0, 1 mod p̄i

≥ 2pd(p̄i − 1) if x 6≡ 0, 1 mod p̄i.

Now suppose there is an e ∈ [1, n] such that x 6≡ 0, 1 mod pe or x 6≡ 0, 1 mod p̄e. Then

p-val(~αde,1, (~γ
d
e,1)

x) ≥ 2pd(pe − 1) = (2p − 1)d(pe − 1) + d(pe − 1)

or p-val(~αde,2, (~γ
d
e,2)

x) ≥ 2pd(p̄e − 1) = (2p − 1)d(p̄e − 1) + d(p̄e − 1).

By using the above lower bounds and the following trivial lower bounds p-val(αi,3, γ
x
i,3) ≥ 0 for all

i ∈ [1, n] and p-val(βj,l, δ
x
j,l) ≥ 0 and hence

p-val

(

~β

bj,1bj,2bj,3
bj,l

j,l ,

(

~δ

bj,1bj,2bj,3
bj,l

j,l

)x)

≥ 0

for all j ∈ [1,m] and l ∈ [1, 3] we obtain in the case x 6≡ 0, 1 mod pe

p-val(τ, πx) ≥
n
∑

i=1

(d(pi − 1) + d(p̄i − 1)) + (2p − 1)d(pe − 1)

≥
n
∑

i=1

(d(pi − 1) + d(p̄i − 1))

+ (pe − 1)(

n
∑

i=1

(pip̄i − 1) +

m
∑

j=1

(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3))

=

n
∑

i=1

(d(pi − 1) + d(p̄i − 1) + (pip̄i − 1))

+

m
∑

j=1

(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3)

+ (pe − 2)(

n
∑

i=1

(pip̄i − 1) +

m
∑

j=1

(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3))

= k + (pe − 2)(

n
∑

i=1

(pip̄i − 1) +

m
∑

j=1

(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3))

> k
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which is a contradiction. In the case x 6≡ 0, 1 mod p̄e we analogously obtain p-val(τ, πx) > k and
by this a contradiction in both cases. Thus x ≡ 0, 1 mod pi and x ≡ 0, 1 mod p̄i and

p-val(~αdi,1, (~γ
d
i,1)

x) = d(pi − 1)

p-val(~αdi,2, (~γ
d
i,2)

x) = d(p̄i − 1)

for all i ∈ [1, n].

Claim 17. For all j ∈ [1,m] we have

p-val(βj , δ
x
j ) =

{

aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + 3bj,1bj,2bj,3 if x ≡ 0, 1 mod p̃i1 p̃i2 p̃i3
aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3 if x 6≡ 0, 1 mod p̃i1 p̃i2 p̃i3

in which cj = {x̃i1 , x̃i2 , x̃i3}.

Suppose x ≡ 0, 1 mod p̃i1 p̃i2 p̃i3 . Then we have for all l ∈ [1, 3] by Lemma 8

p-val(βj,l, δ
x
j,l) = p-val

(

δ

p̃i1
p̃i2

p̃i3
+p̃il

2p̃il

j,l , δxj,l

)

=

(

p̃i1 p̃i2 p̃i3
p̃il

− 1

)p

+ 2

p̃i1
p̃i2

p̃i3
−3p̃il

2p̃il
∑

i=0

(2i+ 1)p

= aj,l + bj,l.

Thus

p-val

(

~β

bj,1bj,2bj,3
bj,l

j,l ,

(

~δ

bj,1bj,2bj,3
bj,l

j,l

)x)

=
bj,1bj,2bj,3

bj,l
(aj,l + bj,l)

from which it follows now that

p-val(βj , δ
x
j ) = bj,2bj,3(aj,1 + bj,1) + bj,1bj,3(aj,2 + bj,2) + bj,1bj,2(aj,3 + bj,3)

= aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + 3bj,1bj,2bj,3.

Now suppose x 6≡ 0, 1 mod p̃i1 p̃i2 p̃i3 . By Claim 16 we have x ≡ 0, 1 mod p̃i for all i ∈ [1, n]. Thus
there are g, h ∈ [1, 3] and c ∈ {0, 1} with g 6= h such that x ≡ c mod p̃ig and x ≡ 1 − c mod p̃ih
and let w.l.o.g. f ∈ [1, 3] \ {g, h} be such that x ≡ c mod p̃if . Then we obtain by Lemma 8

p-val(βj,h, δ
x
j,h) = p-val

(

δ
p̃ig

p̃if
+1

2

j,h , δxj,h

)

= p-val

(

δ
p̃ig

p̃if
+1

2

j,h , δcj,h

)

= (p̃ig p̃if − 1)p + 2

p̃ig
p̃if

−3

2
∑

i=0

(2i+ 1)p

= aj,h + bj,h.

Moreover we have x ≡ sj,f mod p̃ig p̃ih and x ≡ sj,g mod p̃if p̃ih or x ≡ rj,f mod p̃ig p̃ih and x ≡
rj,g mod p̃if p̃ih . Then Lemma 8 gives us

p-val(βj,f , δ
x
j,f ) = p-val

(

δ
p̃ig

p̃ih
+1

2

j,f , δxj,f

)

= (p̃ig p̃ih − |sj,f − rj,f |) · |sj,f − rj,f |
p + 2

|sj,f−rj,f |

2 −1
∑

i=0

(2i+ 1)p

= aj,f
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and

p-val(βj,g, δ
x
j,g) = p-val

(

δ
p̃if

p̃ih
+1

2
j,g , δxj,g

)

= (p̃if p̃ih − |sj,g − rj,g|) · |sj,g − rj,g|
p + 2

|sj,g−rj,g|

2 −1
∑

i=0

(2i+ 1)p

= aj,g.

Thus

p-val
(

~β
bj,f bj,g
j,h ,

(

~δ
bj,fbj,g
j,h

)x)

= bj,fbj,g(aj,h + bj,h)

p-val
(

~β
bj,hbj,g
j,f ,

(

~δ
bj,hbj,g
j,f

)x)

= bj,hbj,gaj,f

and

p-val
(

~β
bj,hbj,f
j,g ,

(

~δ
bj,hbj,f
j,g

)x)

= bj,hbj,faj,g.

From this it finally follows that

p-val(βj , δ
x
j ) = bj,fbj,g(aj,h + bj,h) + bj,hbj,gaj,f + bj,hbj,faj,g

= aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3.

Claim 18. For all i ∈ [1, n] we have x ≡ 1 mod pi and x ≡ 0 mod p̄i or x ≡ 0 mod pi and

x ≡ 1 mod p̄i.

Suppose there is an e ∈ [1, n] for which the contrary holds. By Claim 16 we have x ≡ 0, 1 mod pe
and x ≡ 0, 1 mod p̄e. Therefore it suffices to consider the cases x ≡ 0, 1 mod pep̄e. Then by
Lemma 9 we have p-val(αe,3, γ

x
e,3) ≥ 2p(pep̄e − 1). Summing over all lower bounds Claim 16,17

and Lemma 9 yield we obtain

p-val(τ, πx) ≥
n
∑

i=1

(d(2pi − 1) + d(2p̄i − 1) + pip̄i − 1)− (pep̄e − 1) + 2p(pep̄e − 1)

+

m
∑

j=1

(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3)

=

n
∑

i=1

(d(2pi − 1) + d(2p̄i − 1) + pip̄i − 1) + (2p − 1)(pep̄e − 1)

+

m
∑

j=1

(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3)

= k + (2p − 1)(pep̄e − 1)

> k

which is a contradiction.

Claim 19. For every clause cj = {x̃i1 , x̃i2 , x̃i3} the following holds: If there are f, g ∈ [1, 3] with
f 6= g and c ∈ {0, 1} such that x ≡ c mod p̃if and x ≡ c mod p̃ig then x ≡ 1 − c mod p̃ih where h
is the unique element in [1, 3] \ {f, g}.

Suppose there is a clause ce = {x̃i1 , x̃i2 , x̃i3} such that x ≡ c mod p̃il for all l ∈ [1, 3] and some
c ∈ {0, 1}. Then we have by Claim 17

p-val(βe, δ
x
e ) = ae,1be,2be,3 + ae,2be,1be,3 + ae,3be,1be,2 + 3be,1be,2be,3.
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Summing over all lower bounds Claim 16,17 and Lemma 9 yield we obtain

p-val(τ, πx) ≥
n
∑

i=1

(d(pi − 1) + d(p̄i − 1) + pip̄i − 1)

+
m
∑

j=1

(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3)

− (ae,1be,2be,3 + ae,2be,1be,3 + ae,3be,1be,2 + be,1be,2be,3)

+ (ae,1be,2be,3 + ae,2be,1be,3 + ae,3be,1be,2 + 3be,1be,2be,3)

= k + 2be,1be,2be,3

> k

which is a contradiction. Hence we obtain for every clause cj = {x̃i1 , x̃i2 , x̃i3}: If there are f, g ∈
[1, 3] with f 6= g and c ∈ {0, 1} such that x ≡ c mod p̃if and x ≡ c mod p̃ig then x 6≡ c mod p̃ih
where h is the unique element in [1, 3] \ {f, g}. Since by Claim 16 we have x ≡ 0, 1 mod p̃ih we
finally obtain x ≡ 1− c mod p̃ih .

Now we define a truth assignment σ by the following:

σ(xi) =

{

1 if x ≡ 1 mod pi

0 if x ≡ 0 mod pi

for all i ∈ [1, n]. Let σ̂ be the extension of σ to literals. Now we will show for every clause
cj = {x̃i1 , x̃i2 , x̃i3} there are pairwise different numbers f, g, h ∈ [1, 3] and c ∈ {0, 1} such that

σ̂(x̃if ) = c

σ̂(x̃ig ) = c

σ̂(x̃ih ) = 1− c.

By Claim 16 we have x ≡ 0, 1 mod pi and x ≡ 0, 1 mod p̄i for all i ∈ [1, n]. Hence there clearly
are f, g ∈ [1, 3] with f 6= g and c ∈ {0, 1} such that x ≡ c mod p̃if and x ≡ c mod p̃ig . In
the case p̃if = pif we obtain σ(xif ) = c and hence σ̂(xif ) = c. In the case p̃if = p̄if we have
x ≡ 1 − c mod pif by Claim 18. Thus σ(xif ) = 1 − c and σ̂(x̄if ) = c. Analogously we obtain
σ̂(x̃ig ) = c. Since we have x ≡ c mod p̃if and x ≡ c mod p̃ig we obtain x ≡ 1 − c mod p̃ih by
Claim 19. As above we then analogously obtain σ̂(x̃ih ) = 1− c which eventually shows that X,C
is a positive instance of Not-All-Equal 3SAT.

Vice versa suppose X,C is a positive instance of Not-All-Equal 3SAT and let σ be a truth
assignment such that for every clause cj = {x̃i1 , x̃i2 , x̃i3} there are pairwise different numbers
f, g, h ∈ [1, 3] and c ∈ {0, 1} such that

σ̂(x̃if ) = c

σ̂(x̃ig ) = c

σ̂(x̃ih ) = 1− c.

Then we define x as the smallest positive integer satisfying x ≡ σ(xi) mod pi and x ≡ 1 −
σ(xi) mod p̄i for all i ∈ [1, n]. Then we have x ≡ si, ri mod pip̄i for all i ∈ [1, n]. Then by
Lemma 9 we obtain

p-val(αi,1, γ
x
i,1) = pi − 1

p-val(αi,2, γ
x
i,2) = p̄i − 1

and
p-val(αi,3, γ

x
i,3) = pip̄i − 1.
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Thus

p-val(~αdi,1, (~γ
d
i,1)

x) = d(pi − 1)

p-val(~αdi,2, (~γ
d
i,2)

x) = d(p̄i − 1)

and
p-val(αi, γ

x
i ) = d(pi − 1) + d(p̄i − 1) + pip̄i − 1. (25)

Let j ∈ [1,m] and suppose cj = {x̃i1 , x̃i2 , x̃i3}. Then there are pairwise different numbers f, g, h ∈
[1, 3] and c ∈ {0, 1} such that

σ̂(x̃if ) = c

σ̂(x̃ig ) = c

σ̂(x̃ih ) = 1− c.

By definition we have x ≡ σ(xi) mod pi and x ≡ 1− σ(xi) mod p̄i for all i ∈ [1, n] which gives us

x ≡

{

σ(xif ) ≡ σ̂(xif ) ≡ c mod pif if x̃if = xif
1− σ(xif ) ≡ σ̂(x̄if ) ≡ c mod p̄if if x̃if = x̄if

and hence x ≡ c mod p̃if . Analogously we obtain x ≡ c mod p̃ig and x ≡ 1− c mod p̃ih . Then we
have x ≡ sj,f , rj,f mod p̃if and x ≡ sj,g, rj,g mod p̃ig and we obtain by Lemma 8

p-val(βj,f , δ
x
j,f ) = p-val

(

δ
p̃ig

p̃ih
+1

2

j,f , δxj,f

)

= (p̃ig p̃ih − |sj,f − rj,f |) · |sj,f − rj,f |
p + 2

|sj,f−rj,f |

2 −1
∑

i=0

(2i+ 1)p

= aj,f

and

p-val(βj,g, δ
x
j,g) = p-val

(

δ
p̃if

p̃ih
+1

2
j,g , δxj,g

)

= (p̃if p̃ih − |sj,g − rj,g|) · |sj,g − rj,g|
p + 2

|sj,g−rj,g|

2 −1
∑

i=0

(2i+ 1)p

= aj,g

and

p-val(βj,h, δ
x
j,h) = p-val

(

δ
p̃ig

p̃if
+1

2

j,h , δxj,h

)

= p-val

(

δ

p̃ig
p̃if

+1

2

j,h , δcj,h

)

= (p̃ig p̃if − 1)p + 2

p̃ig
p̃if

−3

2
∑

i=0

(2i+ 1)p

= aj,h + bj,h.

By this we obtain

p-val
(

~β
bj,gbj,h
j,f ,

(

~δ
bj,gbj,h
j,f

)x)

= bj,gbj,haj,f

p-val
(

~β
bj,f bj,h
j,g ,

(

~δ
bj,fbj,h
j,g

)x)

= bj,fbj,haj,g
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and

p-val
(

~β
bj,f bj,g
j,h ,

(

~δ
bj,f bj,g
j,h

)x)

= bj,fbj,g(aj,h + bj,h).

From this it follows now that

p-val(βj , δ
x
j ) = bj,gbj,haj,f + bj,fbj,haj,g + bj,fbj,g(aj,h + bj,h)

= aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3.
(26)

Using (25) and (26) and summing up we finally obtain

p-val(τ, πx) =

n
∑

i=1

(d(pi − 1) + d(p̄i − 1) + pip̄i − 1)

+

m
∑

j=1

(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3)

= k.

3.5 Kendall’s tau Distance

Lemma 10. Let p, q ≥ 3 be primes with p 6= q. Let 0 ≤ r, s < pq be the smallest positive integers

satisfying

s ≡ 1 mod p r ≡ 0 mod p

s ≡ 0 mod q r ≡ 1 mod q.

Then the following holds:

pq + 1

2
< pq − |

pq + 1

2
− r| = pq − |

pq + 1

2
− s|.

Proof. Note that because of the congruences we clearly have r, s /∈ {0, 1}. Moreover note that
because of r + s ≡ 1 mod pq and 2 ≤ r, s < pq it follows that r + s = pq + 1 which gives us
s = pq + 1− r and r = pq + 1− s. If r ≤ pq+1

2 we have

pq − |
pq + 1

2
− r| = pq −

pq + 1

2
+ r =

pq − 1

2
+ r ≥

pq − 1

2
+ 2 >

pq + 1

2

and

pq−|
pq + 1

2
−s| = pq−|

pq + 1

2
−(pq+1−r)| = pq−|−

pq+ 1

2
+r| = pq−

pq + 1

2
+r = pq−|

pq + 1

2
−r|.

If r > pq+1
2 we have s < pq+1

2 which gives us

pq − |
pq + 1

2
− s| = pq −

pq + 1

2
+ s =

pq − 1

2
+ s ≥

pq − 1

2
+ 2 >

pq + 1

2

and

pq−|
pq + 1

2
−r| = pq−|

pq + 1

2
−(pq+1−s)| = pq−|−

pq+ 1

2
+s| = pq−

pq + 1

2
+s = pq−|

pq + 1

2
−s|.
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Lemma 11. Let q, p ≥ 3 be primes with p 6= q. Let 0 ≤ r, s < qp be the smallest positive integers

satisfying

s ≡ 1 mod p r ≡ 0 mod p

s ≡ 0 mod q r ≡ 1 mod q.

Then the following holds:

(pq − |
pq + 1

2
− s|)|

pq + 1

2
− s| = (pq − |

pq + 1

2
− r|)|

pq + 1

2
− r| <

pq + 1

2

pq − 1

2
.

Proof. Equality follows from the equation

|
pq + 1

2
− r| = |

pq + 1

2
− s|

by Lemma 10. Furthermore because of the above congruences we have s, r /∈ {0, 1}. Moreover we
have s+ r ≡ 1 mod pq and since 2 ≤ r, s < qp we obtain s+ r = 1 + pq. In the case s ≤ pq+1

2 we
use s > 1 to obtain

(pq − |
pq + 1

2
− s|)|

pq + 1

2
− s| =

pq + 1

2

pq − 1

2
− s(s− 1)

<
pq + 1

2

pq − 1

2
.

In the case s > pq+1
2 we then have r < pq+1

2 and use r > 1 to obtain

(pq − |
pq + 1

2
− r|)|

pq + 1

2
− r| =

pq + 1

2

pq − 1

2
− r(r − 1)

<
pq + 1

2

pq − 1

2
.

Lemma 12. Let n ≥ 2 and 0 ≤ a, b < n be integers. Then

K([[n]]a, [[n]]b) = |a− b|(n− |a− b|).

Proof. If a = b then clearly K([[n]]a, [[n]]b) = 0. Now suppose a 6= b. Case 1: a < b. We partition
the set [1, n] into 3 sets as follows

T1 = [1, n− b] T2 = [n− b+ 1, n− a] T3 = [n− a+ 1, n].

Then we have for i ∈ T1

i[[n]]
a

= i+ a ∈ [a+ 1, n− b+ a]

i[[n]]
b

= i+ b ∈ [b+ 1, n]

and for i ∈ T2

i[[n]]
a

= i+ a ∈ [n− b+ a+ 1, n]

i[[n]]
b

= i+ b− n ∈ [1, b− a]

and for i ∈ T3

i[[n]]
a

= i+ a− n ∈ [1, a]

i[[n]]
b

= i+ b− n ∈ [b− a+ 1, b].
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By this we obtain

K([[n]]a, [[n]]b) = |{(i, j) | i ∈ T1, j ∈ T2}|+ |{(i, j) | i ∈ T3, j ∈ T2}|

= (n− b)(b− a) + a(b− a)

= |a− b|(n− |a− b|).

Case 2: a > b. In this case we partition the set [1, n] into 3 sets as follows

T1 = [1, n− a] T2 = [n− a+ 1, n− b] T3 = [n− b+ 1, n]

and analogously obtain

K([[n]]a, [[n]]b) = |{(i, j) | i ∈ T2, j ∈ T1}|+ |{(i, j) | i ∈ T2, j ∈ T3}|

= (a− b)(n− a) + (a− b)b

= |a− b|(n− |a− b|).

Lemma 13. Let n ≥ 3 be odd and 0 ≤ a < n be an integer. Then

K([[
n+ 1

2
, n]], [[n]]a)

{

= n−1
2 if a ∈ {0, 1}

≥ n+1
2 if 2 ≤ a < n.

Proof. Suppose a ∈ {0, 1}. We partition the set [1, n] into 3 sets as follows

T1 = [1,
n− 1

2
] T2 = [

n+ 1

2
, n− 1] T3 = {n}.

Then we have for i ∈ T1

i[[
n+1
2 ,n]] = i ∈ [1,

n− 1

2
]

and

i[[n]]
0

= i ∈ [1,
n− 1

2
]

i[[n]]
1

= i+ 1 ∈ [2,
n+ 1

2
].

Moreover for i ∈ T2

i[[
n+1
2 ,n]] = i+ 1 ∈ [

n+ 3

2
, n]

and

i[[n]]
0

= i ∈ [
n+ 1

2
, n− 1]

i[[n]]
1

= i+ 1 ∈ [
n+ 3

2
, n].

Moreover for i ∈ T3

i[[
n+1
2 ,n]] =

n+ 1

2

and

i[[n]]
0

= n

i[[n]]
1

= 1.
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By this we obtain

K([[
n+ 1

2
, n]], [[n]]0) = |{(i, j) | i ∈ T3, j ∈ T2}| =

n− 1

2

K([[
n+ 1

2
, n]], [[n]]1) = |{(i, j) | i ∈ T1, j ∈ T3}| =

n− 1

2
.

Now suppose 2 ≤ a < n. In the case 2 ≤ a ≤ n+1
2 we have for all i ∈ [1, n−1

2 ]

i[[
n+1
2 ,n]] = i <

n+ 1

2
= n[[n+1

2 ,n]]

and
i[[n]]

a

= i+ a > a = n[[n]]a.

Moreover we have

n[[n+1
2 ,n]] =

n+ 1

2
< n− a+ 2 = (n− a+ 1)[[

n+1
2 ,n]]

and
n[[n]]a = a > 1 = (n− a+ 1)[[n]]

a

.

Thus we obtain

K([[
n+ 1

2
, n]], [[n]]a) ≥

n+ 1

2
.

In the case n+3
2 ≤ a ≤ n− 1 we have for all j ∈ [n+1

2 , n− 1]

n[[n+1
2 ,n]] =

n+ 1

2
< j + 1 = j[[

n+1
2 ,n]]

and
n[[n]]a = a > j + a− n = j[[n]]

a

.

Moreover we have

1[[
n+1
2 ,n]] = 1 <

n+ 1

2
= n[[n+1

2 ,n]]

and
1[[n]]

a

= a+ 1 > a = n[[n]]a.

Thus we obtain also in this case

K([[
n+ 1

2
, n]], [[n]]a) ≥

n+ 1

2
.

Theorem 8. The Subgroup distance problem regarding Kendall’s tau distance is NP-complete

when the input group is cyclic.

Proof. We give a log-space reduction from Not-All-Equal 3SAT. Let X = {x1, . . . , xn} be a finite
set of variables and C = {c1, . . . , cm} be a set of clauses over X in which every clause contains
three different literals. Throughout the proof when we write cj = {x̃i1 , x̃i2 , x̃i3} we always assume
i1 < i2 < i3. Let p1 < · · · < pn be the first n primes with p1 ≥ 3. Moreover let p̄1 < · · · < p̄n be
the next n primes with p̄1 > pn. We associate xi with pi and x̄i with p̄i for all i ∈ [1, n]. For all
j ∈ [1,m] we define numbers rj,1, rj,2, rj,3, sj,1, sj,2, sj,3 as the smallest positive integers satisfying
the congruences

sj,1 ≡ 1 mod p̃i2 rj,1 ≡ 0 mod p̃i2

sj,1 ≡ 0 mod p̃i3 rj,1 ≡ 1 mod p̃i3
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sj,2 ≡ 1 mod p̃i1 rj,2 ≡ 0 mod p̃i1

sj,2 ≡ 0 mod p̃i3 rj,2 ≡ 1 mod p̃i3

sj,3 ≡ 1 mod p̃i1 rj,3 ≡ 0 mod p̃i1

sj,3 ≡ 0 mod p̃i2 rj,3 ≡ 1 mod p̃i2

in which we assume cj = {x̃i1 , x̃i2 , x̃i3} and define

p̃il =

{

pil if x̃il = xil
p̄il if x̃il = x̄il .

Moreover for all i ∈ [1, n] we define numbers ri, si as the smallest positive integers satisfying

si ≡ 1 mod pi ri ≡ 0 mod pi

si ≡ 0 mod p̄i ri ≡ 1 mod p̄i.

We will work with the group

G =
n
∏

i=1

Vi ×
m
∏

j=1

Uj

in which Vi = Sdpi ×Sdp̄i ×Spip̄i and Uj = S
bj,2bj,3
p̃i2 p̃i3

×S
bj,1bj,3
p̃i1 p̃i3

×S
bj,1bj,2
p̃i1 p̃i2

with cj = {x̃i1 , x̃i2 , x̃i3} and

the following

aj,1 = |
p̃i2 p̃i3 + 1

2
− sj,1|(p̃i2 p̃i3 − |

p̃i2 p̃i3 + 1

2
− sj,1|)

aj,2 = |
p̃i1 p̃i3 + 1

2
− sj,2|(p̃i1 p̃i3 − |

p̃i1 p̃i3 + 1

2
− sj,2|)

aj,3 = |
p̃i1 p̃i2 + 1

2
− sj,3|(p̃i1 p̃i2 − |

p̃i1 p̃i2 + 1

2
− sj,3|)

and

bj,1 =
p̃i2 p̃i3 + 1

2

p̃i2 p̃i3 − 1

2
− aj,1

bj,2 =
p̃i1 p̃i3 + 1

2

p̃i1 p̃i3 − 1

2
− aj,2

bj,3 =
p̃i1 p̃i2 + 1

2

p̃i1 p̃i2 − 1

2
− aj,3

and

d = 1+

n
∑

i=1

|
pip̄i + 1

2
− si|

(

pip̄i − |
pip̄i + 1

2
− si|

)

+

m
∑

j=1

(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3).

Note that bj,l > 0 by Lemma 11. G naturally embedds into SN for

N =
n
∑

i=1

(d(pi + p̄i) + pip̄i) +
∑

cj={x̃i1 ,x̃i2 ,x̃i3}∈C

(p̃i2 p̃i3bj,2bj,3 + p̃i1 p̃i3bj,1bj,3 + p̃i1 p̃i2bj,1bj,2).

Now we define the input group elements τ, π ∈ G as follows where i ranges over [1, n] and j ranges
over [1,m] and cj = {x̃i1 , x̃i2 , x̃i3}:

τ = (α1, . . . , αn, β1, . . . , βm)
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with

αi = (~αdi,1, ~α
d
i,2, αi,3) βj = (~β

bj,2bj,3
j,1 , ~β

bj,1bj,3
j,2 , ~β

bj,1bj,2
j,3 )

αi,1 = [[
pi + 1

2
, pi]] βj,1 = [[p̃i2 p̃i3 ]]

p̃i2
p̃i3

+1

2

αi,2 = [[
p̄i + 1

2
, p̄i]] βj,2 = [[p̃i1 p̃i3 ]]

p̃i1
p̃i3

+1

2

αi,3 = [[pip̄i]]
pip̄i+1

2 βj,3 = [[p̃i1 p̃i2 ]]
p̃i1

p̃i2
+1

2

and
π = (γ1, . . . , γn, δ1, . . . , δm)

with

γi = (~γdi,1, ~γ
d
i,2, γi,3) δj = (~δ

bj,2bj,3
j,1 , ~δ

bj,1bj,3
j,2 , ~δ

bj,1bj,2
j,3 )

γi,1 = [[pi]] δj,1 = [[p̃i2 p̃i3 ]]

γi,2 = [[p̄i]] δj,2 = [[p̃i1 p̃i3 ]]

γi,3 = [[pip̄i]] δj,3 = [[p̃i1 p̃i2 ]]

and finally we define

k =

n
∑

i=1

(

d
pi − 1

2
+ d

p̄i − 1

2
+ |

pip̄i + 1

2
− si|

(

pip̄i − |
pip̄i + 1

2
− si|

))

+

m
∑

j=1

(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3).

Now we will show there is x ∈ N such that K(τ, πx) ≤ k if and only if X,C is a positive instance
of Not-All-Equal 3SAT.

Suppose there is x ∈ N such that K(τ, πx) ≤ k.

Claim 20. For all i ∈ [1, n] we have x ≡ 0, 1 mod pi and x ≡ 0, 1 mod p̄i and

K(~αdi,1, (~γ
d
i,1)

x) = d
pi − 1

2

K(~αdi,2, (~γ
d
i,2)

x) = d
p̄i − 1

2
.

Suppose there is e ∈ [1, n] such that x 6≡ 0, 1 mod pe. Then we have by Lemma 13

K(αe,1, γ
x
e,1) = K([[

pe + 1

2
, pe]], [[pe]]

x)

≥
pe + 1

2

by which we obtain

K(~αde,1, (~γ
d
e,1)

x) ≥ d
pe + 1

2
= d

pe − 1

2
+ d.

By Lemma 13 we have for all i ∈ [1, n]

K(αi,1, γ
x
i,1) ≥

pi − 1

2

K(αi,2, γ
x
i,2) ≥

p̄i − 1

2
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and hence

K(~αdi,1, (~γ
d
i,1)

x) ≥ d
pi − 1

2

K(~αdi,2, (~γ
d
i,2)

x) ≥ d
p̄i − 1

2
.

By using the above lower bounds and the following trivial lower bounds

K(αi,3, γ
x
i,3) ≥ 0

for all i ∈ [1, n] and
K(βj,l, δ

x
j,l) ≥ 0

for all j ∈ [1,m] and l ∈ [1, 3] we obtain

K(τ, πx) ≥
n
∑

i=1

(

d
pi − 1

2
+ d

p̄i − 1

2

)

−

(

d
pe − 1

2

)

+

(

d
pe − 1

2
+ d

)

=

n
∑

i=1

(

d
pi − 1

2
+ d

p̄i − 1

2

)

+ d

=

n
∑

i=1

(

d
pi − 1

2
+ d

p̄i − 1

2
+ |

pip̄i + 1

2
− si|

(

pip̄i − |
pip̄i + 1

2
− si|

))

+

m
∑

j=1

(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3) + 1

= k + 1

> k

which is a contradiction. By this we obtain x ≡ 0, 1 mod pi. Analogously we obtain x ≡ 0, 1 mod
p̄i. Finally by Lemma 13 we obtain

K(~αdi,1, (~γ
d
i,1)

x) = d
pi − 1

2

K(~αdi,2, (~γ
d
i,2)

x) = d
p̄i − 1

2
.

Claim 21. For all j ∈ [1,m] we have

K(βj, δ
x
j ) =

{

aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + 3bj,1bj,2bj,3 if x ≡ 0, 1 mod p̃i1 p̃i2 p̃i3
aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3 if x 6≡ 0, 1 mod p̃i1 p̃i2 p̃i3 .

in which cj = {x̃i1 , x̃i2 , x̃i3}.

Suppose x ≡ 0, 1 mod p̃i1 p̃i2 p̃i3 . Then we have for all l ∈ [1, 3] by Lemma 12

K(βj,l, δ
x
j,l) = K

(

[[
p̃i1 p̃i2 p̃i3
p̃il

]]
p̃i1

p̃i2
p̃i3

+p̃il
2p̃il , [[

p̃i1 p̃i2 p̃i3
p̃il

]]x

)

=
p̃i1 p̃i2 p̃i3 + p̃il

2p̃il
·
p̃i1 p̃i2 p̃i3 − p̃il

2p̃il
= aj,l + bj,l.

Thus

K

(

~β

bj,1bj,2bj,3
bj,l

j,l ,

(

~δ

bj,1bj,2bj,3
bj,l

j,l

)x)

=
bj,1bj,2bj,3

bj,l
(aj,l + bj,l)
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from which it follows now that

K(βj , δ
x
j ) = bj,2bj,3(aj,1 + bj,1) + bj,1bj,3(aj,2 + bj,2) + bj,1bj,2(aj,3 + bj,3)

= aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + 3bj,1bj,2bj,3.

Now suppose x 6≡ 0, 1 mod p̃i1 p̃i2 p̃i3 . By Claim 20 we have x ≡ 0, 1 mod pi and x ≡ 0, 1 mod p̄i
for all i ∈ [1, n]. Thus there are g, h ∈ [1, 3] and c ∈ {0, 1} with g 6= h such that x ≡ c mod p̃ig
and x ≡ 1 − c mod p̃ih and let w.l.o.g. f ∈ [1, 3] \ {g, h} be such that x ≡ c mod p̃if . Then we
obtain by Lemma 12

K(βj,h, δ
x
j,h) = K

(

[[p̃ig p̃if ]]
p̃ig

p̃if
+1

2 , [[p̃ig p̃if ]]
x

)

= K

(

[[p̃ig p̃if ]]
p̃ig

p̃if
+1

2 , [[p̃ig p̃if ]]
c

)

=
p̃ig p̃if + 1

2
·
p̃ig p̃if − 1

2
= aj,h + bj,h.

Moreover we have x ≡ sj,f mod p̃ig p̃ih and x ≡ sj,g mod p̃if p̃ih or x ≡ rj,f mod p̃ig p̃ih and x ≡
rj,g mod p̃if p̃ih . By Lemma 10 we have

|
p̃ig p̃ih + 1

2
− rj,f | = |

p̃ig p̃ih + 1

2
− sj,f |

|
p̃if p̃ih + 1

2
− rj,g| = |

p̃if p̃ih + 1

2
− sj,g|

and hence Lemma 12 gives us

K(βj,f , δ
x
j,f) = K

(

[[p̃ig p̃ih ]]
p̃ig

p̃ih
+1

2 , [[p̃ig p̃ih ]]
x

)

= |
p̃ig p̃ih + 1

2
− sj,f |

(

p̃ig p̃ih − |
p̃ig p̃ih + 1

2
− sj,f |

)

= aj,f

and

K(βj,g, δ
x
j,g) = K

(

[[p̃if p̃ih ]]
p̃if

p̃ih
+1

2 , [[p̃if p̃ih ]]
x

)

= |
p̃if p̃ih + 1

2
− sj,g|

(

(p̃if p̃ih − |
p̃if p̃ih + 1

2
− sj,g|

)

= aj,g.

Thus

K
(

~β
bj,f bj,g
j,h ,

(

~δ
bj,f bj,g
j,h

)x)

= bj,fbj,g(aj,h + bj,h)

K
(

~β
bj,hbj,g
j,f ,

(

~δ
bj,hbj,g
j,f

)x)

= bj,hbj,gaj,f

and

K
(

~β
bj,hbj,f
j,g ,

(

~δ
bj,hbj,f
j,g

)x)

= bj,hbj,faj,g.

From this it finally follows that

K(βj , δ
x
j ) = bj,fbj,g(aj,h + bj,h) + bj,hbj,gaj,f + bj,hbj,faj,g

= aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3.
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Claim 22. For all i ∈ [1, n] we have

K(αi,3, γ
x
i,3) =

{

pip̄i+1
2 · pip̄i−1

2 if x ≡ 0, 1 mod pip̄i

|pip̄i+1
2 − si|(pip̄i − |pip̄i+1

2 − si|) if x 6≡ 0, 1 mod pip̄i.

Suppose x ≡ 0, 1 mod pip̄i. Then we have by Lemma 12

K(αi,3, γ
x
i,3) = K

(

[[pip̄i]]
pip̄i+1

2 , [[pip̄i]]
x
)

=
pip̄i + 1

2
·
pip̄i − 1

2

Now suppose x 6≡ 0, 1 mod pip̄i. By Claim 20 we have x ≡ 0, 1 mod pi and x ≡ 0, 1 mod p̄i for all
i ∈ [1, n]. Thus x ≡ si mod pip̄i or x ≡ ri mod pip̄i. By Lemma 10 we have

|
pip̄i + 1

2
− ri| = |

pip̄i + 1

2
− si|

and by Lemma 12 we finally obtain

K(αi,3, γ
x
i,3) = K

(

[[pip̄i]]
pip̄i+1

2 , [[pip̄i]]
x
)

= |
pip̄i + 1

2
− si|

(

pip̄i − |
pip̄i + 1

2
− si|

)

.

Claim 23. For all i ∈ [1, n] we have x ≡ 1 mod pi and x ≡ 0 mod p̄i or x ≡ 0 mod pi and

x ≡ 1 mod p̄i.

Suppose there is an e ∈ [1, n] for which the contrary holds. By Claim 20 we have x ≡ 0, 1 mod pe
and x ≡ 0, 1 mod p̄e. Therefore it suffices to consider the cases x ≡ 0, 1 mod pep̄e. Then by
Lemma 12 we have K(αe,3, γ

x
e,3) =

pep̄e+1
2 · pep̄e−1

2 . Summing over all lower bounds Claim 20,21,22
and Lemma 13 yield we obtain

K(τ, πx) ≥
n
∑

i=1

(

d
pi − 1

2
+ d

p̄i − 1

2
+ |

pip̄i + 1

2
− si|

(

pip̄i − |
pip̄i + 1

2
− si|

))

− |
pep̄e + 1

2
− se|

(

pep̄e − |
pep̄e + 1

2
− se|

)

+
pep̄e + 1

2
·
pep̄e − 1

2

+

m
∑

j=1

(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3)

>

n
∑

i=1

(

d
pi − 1

2
+ d

p̄i − 1

2
+ |

pip̄i + 1

2
− si|

(

pip̄i − |
pip̄i + 1

2
− si|

))

− |
pep̄e + 1

2
− se|

(

pep̄e − |
pep̄e + 1

2
− se|

)

+ |
pep̄e + 1

2
− se|

(

pep̄e − |
pep̄e + 1

2
− se|

)

+

m
∑

j=1

(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3)

=
n
∑

i=1

(

d
pi − 1

2
+ d

p̄i − 1

2
+ |

pip̄i + 1

2
− si|

(

pip̄i − |
pip̄i + 1

2
− si|

))

+

m
∑

j=1

(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3)

= k
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which is a contradiction. For this also note that

pip̄i + 1

2
·
pip̄i − 1

2
> |

pip̄i + 1

2
− si|

(

pip̄i − |
pip̄i + 1

2
− si|

)

by Lemma 11 and hence Claim 22 gives us the lower bound

|
pip̄i + 1

2
− si|

(

pip̄i − |
pip̄i + 1

2
− si|

)

.

Claim 24. For every clause cj = {x̃i1 , x̃i2 , x̃i3} the following holds: If there are f, g ∈ [1, 3] with
f 6= g and c ∈ {0, 1} such that x ≡ c mod p̃if and x ≡ c mod p̃ig then x ≡ 1 − c mod p̃ih where h
is the unique element in [1, 3] \ {f, g}.

Suppose there is a clause ce = {x̃i1 , x̃i2 , x̃i3} such that x ≡ c mod p̃il for all l ∈ [1, 3] and some
c ∈ {0, 1}. Then we have by Claim 21

K(βe, δ
x
e ) = ae,1be,2be,3 + ae,2be,1be,3 + ae,3be,1be,2 + 3be,1be,2be,3.

Summing over all lower bounds Claim 20,21,22 and Lemma 13 yield we obtain

K(τ, πx) ≥
n
∑

i=1

(

d
pi − 1

2
+ d

p̄i − 1

2
+ |

pip̄i + 1

2
− si|

(

pip̄i − |
pip̄i + 1

2
− si|

))

+

m
∑

j=1

(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3)

− (ae,1be,2be,3 + ae,2be,1be,3 + ae,3be,1be,2 + be,1be,2be,3)

+ (ae,1be,2be,3 + ae,2be,1be,3 + ae,3be,1be,2 + 3be,1be,2be,3)

=

n
∑

i=1

(

d
pi − 1

2
+ d

p̄i − 1

2
+ |

pip̄i + 1

2
− si|

(

pip̄i − |
pip̄i + 1

2
− si|

))

+
m
∑

j=1

(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3) + 2be,1be,2be,3

= k + 2be,1be,2be,3

> k

which is a contradiction. As above we use

pip̄i + 1

2
·
pip̄i − 1

2
> |

pip̄i + 1

2
− si|

(

pip̄i − |
pip̄i + 1

2
− si|

)

by Lemma 11. Hence we obtain for every clause cj = {x̃i1 , x̃i2 , x̃i3}: If there are f, g ∈ [1, 3] with
f 6= g and c ∈ {0, 1} such that x ≡ c mod p̃if and x ≡ c mod p̃ig then x 6≡ c mod p̃ih where h is
the unique element in [1, 3] \ {f, g}. Since by Claim 20 we have x ≡ 0, 1 mod p̃ih we finally obtain
x ≡ 1− c mod p̃ih .

Now we define a truth assignment σ by the following:

σ(xi) =

{

1 if x ≡ 1 mod pi

0 if x ≡ 0 mod pi

for all i ∈ [1, n]. Let σ̂ be the extension of σ to literals. Now we will show for every clause
cj = {x̃i1 , x̃i2 , x̃i3} there are pairwise different numbers f, g, h ∈ [1, 3] and c ∈ {0, 1} such that

σ̂(x̃if ) = c

σ̂(x̃ig ) = c

σ̂(x̃ih ) = 1− c.
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By Claim 20 we have x ≡ 0, 1 mod p̃i for all i ∈ [1, n]. Hence there clearly are f, g ∈ [1, 3] with
f 6= g and c ∈ {0, 1} such that x ≡ c mod p̃if and x ≡ c mod p̃ig . In the case p̃if = pif we
obtain σ(xif ) = c and hence σ̂(xif ) = c. In the case p̃if = p̄if we have x ≡ 1 − c mod pif by
Claim 23. Thus σ(xif ) = 1 − c and σ̂(x̄if ) = c. Analogously we obtain σ̂(x̃ig ) = c. Since we
have x ≡ c mod p̃if and x ≡ c mod p̃ig we obtain x ≡ 1 − c mod p̃ih by Claim 24. As above we
then analogously obtain σ̂(x̃ih ) = 1− c which eventually shows that X,C is a positive instance of
Not-All-Equal 3SAT.

Vice versa suppose X,C is a positive instance of Not-All-Equal 3SAT and let σ be a truth
assignment such that for every clause cj = {x̃i1 , x̃i2 , x̃i3} there are pairwise different numbers
f, g, h ∈ [1, 3] and c ∈ {0, 1} such that

σ̂(x̃if ) = c

σ̂(x̃ig ) = c

σ̂(x̃ih ) = 1− c.

Then we define x as the smallest positive integer satisfying x ≡ σ(xi) mod pi and x ≡ 1 −
σ(xi) mod p̄i for all i ∈ [1, n]. Then we have x ≡ si, ri mod pip̄i for all i ∈ [1, n]. Then by
Lemma 12 and 13 we obtain

K(αi,1, γ
x
i,1) =

pi − 1

2

K(αi,2, γ
x
i,2) =

p̄i − 1

2

and

K(αi,3, γ
x
i,3) = |

pip̄i + 1

2
− si|

(

pip̄i − |
pip̄i + 1

2
− si|

)

.

Thus

K(~αdi,1, (~γ
d
i,1)

x) = d
pi − 1

2

K(~αdi,2, (~γ
d
i,2)

x) = d
p̄i − 1

2

and

K(αi, γ
x
i ) = d

pi − 1

2
+ d

p̄i − 1

2
+ |

pip̄i + 1

2
− si|

(

pip̄i − |
pip̄i + 1

2
− si|

)

. (27)

Let j ∈ [1,m] and suppose cj = {x̃i1 , x̃i2 , x̃i3}. Then there are pairwise different numbers f, g, h ∈
[1, 3] and c ∈ {0, 1} such that

σ̂(x̃if ) = c

σ̂(x̃ig ) = c

σ̂(x̃ih ) = 1− c.

By definition we have x ≡ σ(xi) mod pi and x ≡ 1− σ(xi) mod p̄i for all i ∈ [1, n] which gives us

x ≡

{

σ(xif ) ≡ σ̂(xif ) ≡ c mod pif if x̃if = xif
1− σ(xif ) ≡ σ̂(x̄if ) ≡ c mod p̄if if x̃if = x̄if

and hence x ≡ c mod p̃if . Analogously we obtain x ≡ c mod p̃ig and x ≡ 1− c mod p̃ih . Then we
have x ≡ sj,f , rj,f mod p̃if and x ≡ sj,g, rj,g mod p̃ig and since by Lemma 10 we have

|
p̃i1 p̃i2 p̃i3 + p̃il

2p̃il
− rj,l| = |

p̃i1 p̃i2 p̃i3 + p̃il
2p̃il

− sj,l|
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for all l ∈ [1, 3] we obtain by Lemma 12

K(βj,f , δ
x
j,f) = K

(

[[p̃ig p̃ih ]]
p̃ig

p̃ih
+1

2 , [[p̃ig p̃ih ]]
x

)

= |
p̃ig p̃ih + 1

2
− sj,f |

(

p̃ig p̃ih − |
p̃ig p̃ih + 1

2
− sj,f |

)

= aj,f

and

K(βj,g, δ
x
j,g) = K

(

[[p̃if p̃ih ]]
p̃if

p̃ih
+1

2 , [[p̃if p̃ih ]]
x

)

= |
p̃if p̃ih + 1

2
− sj,g|

(

p̃if p̃ih − |
p̃if p̃ih + 1

2
− sj,g|

)

= aj,g

and

K(βj,h, δ
x
j,h) = K

(

[[p̃if p̃ig ]]
p̃if

p̃ig
+1

2 , [[p̃if p̃ig ]]
x

)

= K

(

[[p̃if p̃ig ]]
p̃if

p̃ig
+1

2 , [[p̃if p̃ig ]]
c

)

=
p̃if p̃ig + 1

2
·
p̃if p̃ig − 1

2
= aj,h + bj,h.

By this we obtain

K
(

~β
bj,gbj,h
j,f ,

(

~δ
bj,gbj,h
j,f

)x)

= bj,gbj,haj,f

K
(

~β
bj,f bj,h
j,g ,

(

~δ
bj,f bj,h
j,g

)x)

= bj,fbj,haj,g

and

K
(

~β
bj,f bj,g
j,h ,

(

~δ
bj,fbj,g
j,h

)x)

= bj,fbj,g(aj,h + bj,h).

From this it follows now that

K(βj , δ
x
j ) = bj,gbj,haj,f + bj,fbj,haj,g + bj,fbj,g(aj,h + bj,h)

= aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3.
(28)

Using (27) and (28) and summing up we finally obtain

K(τ, πx) =

n
∑

i=1

(

d
pi − 1

2
+ d

p̄i − 1

2
+ |

pip̄i + 1

2
− si|

(

pip̄i − |
pip̄i + 1

2
− si|

))

+

m
∑

j=1

(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 + bj,1bj,2bj,3)

= k.
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3.6 Ulam’s Distance

Lemma 14. Let n ≥ 3 be odd and 0 ≤ b < n be an integer. Then

max{n− |
n+ 1

2
− b|, |

n+ 1

2
− b|} =

{

n+1
2 if b ∈ {0, 1}

n− |n+1
2 − b| if b ∈ [2, n− 1].

Proof. We clearly have

n− |
n+ 1

2
− 0| =

n− 1

2
<
n+ 1

2
= |

n+ 1

2
− 0|

and

n− |
n+ 1

2
− 1| =

n+ 1

2
>
n− 1

2
= |

n+ 1

2
− 1|.

In the case 2 ≤ b ≤ n+1
2 we have

n− |
n+ 1

2
− b| = n−

n+ 1

2
+ b >

n+ 1

2
>
n+ 1

2
− b = |

n+ 1

2
− b|.

In the case n+3
2 ≤ b ≤ n− 1 we have

n− |
n+ 1

2
− b| =

3n+ 1

2
− b ≥

n+ 3

2
>
n− 3

2
≥ b−

n+ 1

2
= |

n+ 1

2
− b|.

Lemma 15. Let n ≥ 3 be odd and 0 ≤ a, b < n be integers. Then

lis([[n]]a−b) = max{n− |a− b|, |a− b|}.

Proof. If a = b then [[n]]a−b = id and

(1id, . . . , nid) = (1, . . . , n).

Thus clearly lis([[n]]a−b) = n. Now suppose a 6= b. If a > b then (1[[n]]
a−b

, . . . , n[[n]]a−b) contains two
increasing subsequences namely

(1[[n]]
a−b

, . . . , n[[n]]a−b) = (1[[n]]
a−b

, . . . , (n− a+ b)[[n]]
a−b

, (n− a+ b+ 1)[[n]]
a−b

, . . . , n[[n]]a−b)

= (1 + a− b, . . . , n, 1, . . . , a− b)

giving us the two sequences 1+ a− b, . . . , n and 1, . . . , a− b with lengths n− (a− b) and a− b and
hence lis([[n]]a−b) = max{n− |a− b|, |a− b|}. If a < b we similiarly obtain by

(1[[n]]
a−b

, . . . , n[[n]]a−b) = (1[[n]]
a−b

, . . . , (−a+ b)[[n]]
a−b

, (−a+ b+ 1)[[n]]
a−b

, . . . , n[[n]]a−b)

= (1 + n+ a− b, . . . , n, 1, . . . , n+ a− b)

the two sequences 1 + n + a − b, . . . , n and 1, . . . , n + a − b with lengths −a + b = |a − b| and
n+ a− b = n− |a− b|. Thus lis([[n]]a−b) = max{n− |a− b|, |a− b|}.

Theorem 9. The Subgroup distance problem regarding Ulam’s distance is NP-complete when

the input group is cyclic.

Proof. We give a log-space reduction from Not-All-Equal 3SAT. Let X = {x1, . . . , xn} be a finite
set of variables and C = {c1, . . . , cm} be a set of clauses over X in which every clause contains
three different literals. Throughout the proof when we write cj = {x̃i1 , x̃i2 , x̃i3} we always assume
i1 < i2 < i3. Let p1 < · · · < pn be the first n primes with p1 ≥ 5. Moreover let p̄1 < · · · < p̄n be
the next n primes with p̄1 > pn. We associate xi with pi and x̄i with p̄i for all i ∈ [1, n]. For all
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j ∈ [1,m] we define numbers rj,1, rj,2, rj,3, sj,1, sj,2, sj,3 as the smallest positive integers satisfying
the congruences

sj,1 ≡ 1 mod p̃i2 rj,1 ≡ 0 mod p̃i2

sj,1 ≡ 0 mod p̃i3 rj,1 ≡ 1 mod p̃i3

sj,2 ≡ 1 mod p̃i1 rj,2 ≡ 0 mod p̃i1

sj,2 ≡ 0 mod p̃i3 rj,2 ≡ 1 mod p̃i3

sj,3 ≡ 1 mod p̃i1 rj,3 ≡ 0 mod p̃i1

sj,3 ≡ 0 mod p̃i2 rj,3 ≡ 1 mod p̃i2

in which we assume cj = {x̃i1 , x̃i2 , x̃i3} and define

p̃il =

{

pil if x̃il = xil
p̄il if x̃il = x̄il .

Moreover for all i ∈ [1, n] we define numbers ri, si as the smallest positive integers satisfying

si ≡ 1 mod pi ri ≡ 0 mod pi

si ≡ 0 mod p̄i ri ≡ 1 mod p̄i.

We will work with the group

G =

n
∏

i=1

Vi ×
m
∏

j=1

Uj

in which Vi = S2d
pi

× S2d
p̄i

× Spip̄i and Uj = S
bj,2bj,3
p̃i2 p̃i3

× S
bj,1bj,3
p̃i1 p̃i3

× S
bj,1bj,2
p̃i1 p̃i2

with cj = {x̃i1 , x̃i2 , x̃i3}

and the following

d =

⌈∑n
i=1 pip̄i +

∑

cj={x̃i1 ,x̃i2 ,x̃i3}∈C
(p̃i2 p̃i3bj,2bj,3 + p̃i1 p̃i3bj,1bj,3 + p̃i1 p̃i2bj,1bj,2)

2

⌉

and

aj,1 = p̃i2 p̃i3 − |
p̃i2 p̃i3 + 1

2
− sj,1| bj,1 = aj,1 −

p̃i2 p̃i3 + 1

2

aj,2 = p̃i1 p̃i3 − |
p̃i1 p̃i3 + 1

2
− sj,2| bj,2 = aj,2 −

p̃i1 p̃i3 + 1

2

aj,3 = p̃i1 p̃i2 − |
p̃i1 p̃i2 + 1

2
− sj,3| bj,3 = aj,3 −

p̃i1 p̃i2 + 1

2
.

Note that bj,l > 0 by Lemma 10. G naturally embedds into SN for

N =

n
∑

i=1

(2d(pi + p̄i) + pip̄i) +
∑

cj={x̃i1 ,x̃i2 ,x̃i3}∈C

(p̃i2 p̃i3bj,2bj,3 + p̃i1 p̃i3bj,1bj,3 + p̃i1 p̃i2bj,1bj,2).

We define the input group elements τ, π ∈ G as follows where i ranges over [1, n] and j ranges
over [1,m] and cj = {x̃i1 , x̃i2 , x̃i3}:

τ = (α1, . . . , αn, β1, . . . , βm)
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with

αi = (~αdi,1, ~α
d
i,2, αi,3) βj = (~β

bj,2bj,3
j,1 , ~β

bj,1bj,3
j,2 , ~β

bj,1bj,2
j,3 )

αi,1 = ([[pi]], id) βj,1 = [[p̃i2 p̃i3 ]]
p̃i2

p̃i3
+1

2

αi,2 = ([[p̄i]], id) βj,2 = [[p̃i1 p̃i3 ]]
p̃i1

p̃i3
+1

2

αi,3 = [[pip̄i]]
pip̄i+1

2 βj,3 = [[p̃i1 p̃i2 ]]
p̃i1

p̃i2
+1

2

and
π = (γ1, . . . , γn, δ1, . . . , δm)

with

γi = (~γdi,1, ~γ
d
i,2, γi,3) δj = (~δ

bj,2bj,3
j,1 , ~δ

bj,1bj,3
j,2 , ~δ

bj,1bj,2
j,3 )

γi,1 = ([[pi]], [[pi]]) δj,1 = [[p̃i2 p̃i3 ]]

γi,2 = ([[p̄i]], [[pi]]) δj,2 = [[p̃i1 p̃i3 ]]

γi,3 = [[pip̄i]] δj,3 = [[p̃i1 p̃i2 ]]

and finally we define

k = N−
n
∑

i=1

(

d(2pi − 1) + d(2p̄i − 1) + pip̄i − |
pip̄i + 1

2
− si|

)

−
m
∑

j=1

(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 − bj,1bj,2bj,3).

Now we will show there is x ∈ N such that U(τ, πx) ≤ k if and only if X,C is a positive instance
of Not-All-Equal 3SAT.

Suppose there is x ∈ N such that U(τ, πx) ≤ k.

Claim 25. For all i ∈ [1, n] we have x ≡ 0, 1 mod pi and x ≡ 0, 1 mod p̄i and

lis(~αdi,1(~γ
d
i,1)

−x) = d(2pi − 1)

lis(~αdi,2(~γ
d
i,2)

−x) = d(2p̄i − 1).

Consider αiγ
−x
i . Let 0 ≤ b < pi be the smallest positive integer such that x ≡ b mod pi. Then

we have
αi,1γ

−x
i,1 = αi,1γ

−b
i,1 = ([[pi]]

1−b, [[pi]]
0−b)

and
lis(αi,1γ

−x
i,1 ) = lis([[pi]]

1−b) + lis([[pi]]
0−b).

We obtain by Lemma 15

lis([[pi]]
1−b) = max{pi − |1− b|, |1− b|}

lis([[pi]]
0−b) = max{pi − |0− b|, |0− b|}.

In the case 0 ≤ b ≤ 1 we obtain max{pi − |1 − b|, |1 − b|} = pi − |1 − b| = pi − 1 + b and
max{pi − |0− b|, |0− b|} = pi − |0− b| = pi − b. By this we obtain

lis(αi,1γ
−x
i,1 ) = pi − 1 + b+ pi − b = 2pi − 1.

In the case 2 ≤ b ≤ pi−1
2 we obtain max{pi − |1 − b|, |1 − b|} = pi − |1 − b| = pi + 1 − b and

max{pi − |0− b|, |0− b|} = pi − |0− b| = pi − b and

lis(αi,1γ
−x
i,1 ) = pi + 1− b+ pi − b ≤ 2pi − 3.
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For b = pi+1
2 we obtain max{pi−|1−b|, |1−b|} = pi−|1−b| = pi+1−b and max{pi−|0−b|, |0−b|} =

|0− b| = b and
lis(αi,1γ

−x
i,1 ) = pi + 1− b+ b = pi + 1 ≤ 2pi − 3

since pi ≥ 5. In the case pi+3
2 ≤ b ≤ pi − 1 we obtain max{pi − |1 − b|, |1 − b|} = |1 − b| = b − 1

and max{pi − |0− b|, |0− b|} = |0− b| = b and

lis(αi,1γ
−x
i,1 ) = b− 1 + b ≤ 2pi − 3.

Analogously we obtain lis(αi,2γ
−x
i,2 ) = 2p̄i − 1 if x ≡ 0, 1 mod p̄i and lis(αi,2γ

−x
i,2 ) ≤ 2p̄i − 3 if

x 6≡ 0, 1 mod p̄i. From this we obtain

lis(~αdi,1(~γ
d
i,1)

−x)

{

= d(2pi − 1) if x ≡ 0, 1 mod pi

≤ d(2pi − 3) if x 6≡ 0, 1 mod pi

and

lis(~αdi,2(~γ
d
i,2)

−x)

{

= d(2p̄i − 1) if x ≡ 0, 1 mod p̄i

≤ d(2p̄i − 3) if x 6≡ 0, 1 mod p̄i.

Now suppose there is an e ∈ [1, n] such that x 6≡ 0, 1 mod pe or x 6≡ 0, 1 mod p̄e. Then

lis(~αde,1(~γ
d
e,1)

−x) ≤ d(2pe − 3) = d(2pe − 1)− 2d

or lis(~αde,2(~γ
d
e,2)

−x) ≤ d(2p̄e − 3) = d(2p̄e − 1)− 2d.

By using the above upper bounds and the following trivial upper bounds lis
(

[[pip̄i]]
pip̄i+1

2 −x
)

≤ pip̄i

for all i ∈ [1, n] and lis

(

[[
p̃i1 p̃i2 p̃i3

p̃il
]]
p̃i1

p̃i2
p̃i3

+1

2p̃il
−x
)

≤
p̃i1 p̃i2 p̃i3

p̃il
and hence

lis




~β

bj,1bj,2bj,3
bj,l

j,l

(

~δ

bj,1bj,2bj,3
bj,l

j,l

)−x


 ≤
bj,1bj,2bj,3

bj,l
·
p̃i1 p̃i2 p̃i3
p̃il

for all j ∈ [1,m] and l ∈ [1, 3] where cj = {x̃i1 , x̃i2 , x̃i3} we obtain

lis(τπ−x) ≤
n
∑

i=1

(d(2pi − 1) + d(2p̄i − 1) + pip̄i)− 2d

+
∑

cj={x̃i1 ,x̃i2 ,x̃i3}∈C

(p̃i2 p̃i3bj,2bj,3 + p̃i1 p̃i3bj,1bj,3 + p̃i1 p̃i2bj,1bj,2).
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From this it follows now that

U(τ, πx) = N − lis(τπ−x)

≥ N −
n
∑

i=1

(d(2pi − 1) + d(2p̄i − 1) + pip̄i) + 2d

−
∑

cj={x̃i1 ,x̃i2 ,x̃i3}∈C

(p̃i2 p̃i3bj,2bj,3 + p̃i1 p̃i3bj,1bj,3 + p̃i1 p̃i2bj,1bj,2)

≥ N −
n
∑

i=1

(d(2pi − 1) + d(2p̄i − 1) + pip̄i)

+

n
∑

i=1

pip̄i +
∑

cj={x̃i1 ,x̃i2 ,x̃i3}∈C

(p̃i2 p̃i3bj,2bj,3 + p̃i1 p̃i3bj,1bj,3 + p̃i1 p̃i2bj,1bj,2)

−
∑

cj={x̃i1 ,x̃i2 ,x̃i3}∈C

(p̃i2 p̃i3bj,2bj,3 + p̃i1 p̃i3bj,1bj,3 + p̃i1 p̃i2bj,1bj,2)

= N −
n
∑

i=1

(d(2pi − 1) + d(2p̄i − 1))

> k

which is a contradiction. Thus x ≡ 0, 1 mod pi and x ≡ 0, 1 mod p̄i and

lis(~αdi,1(~γ
d
i,1)

−x) = d(2pi − 1)

lis(~αdi,2(~γ
d
i,2)

−x) = d(2p̄i − 1)

for all i ∈ [1, n].

Claim 26. For all j ∈ [1,m] we have

lis(βjδ
−x
j ) =

{

aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 − 3bj,1bj,2bj,3 if x ≡ 0, 1 mod p̃i1 p̃i2 p̃i3
aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 − bj,1bj,2bj,3 if x 6≡ 0, 1 mod p̃i1 p̃i2 p̃i3

in which cj = {x̃i1 , x̃i2 , x̃i3}.

Suppose x ≡ 0, 1 mod p̃i1 p̃i2 p̃i3 . Then we have for all l ∈ [1, 3] by Lemmas 14 and 15

lis(βj,lδ
−x
j,l ) = lis

(

[[
p̃i1 p̃i2 p̃i3
p̃il

]]

p̃i1
p̃i2

p̃i3
+p̃il

2p̃il
−x

)

= max{
p̃i1 p̃i2 p̃i3
p̃il

− |
p̃i1 p̃i2 p̃i3 + p̃il

2p̃il
− x|, |

p̃i1 p̃i2 p̃i3 + p̃il
2p̃il

− x|}

=
p̃i1 p̃i2 p̃i3 + p̃il

2p̃il

= aj,l − bj,l.

Thus

lis



~β

bj,1bj,2bj,3
bj,l

j,l

(

~δ

bj,1bj,2bj,3
bj,l

j,l

)−x


 =
bj,1bj,2bj,3

bj,l
(aj,l − bj,l)

from which it follows now that

lis(βjδ
−x
j ) = bj,2bj,3(aj,1 − bj,1) + bj,1bj,3(aj,2 − bj,2) + bj,1bj,2(aj,3 − bj,3)

= aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 − 3bj,1bj,2bj,3.
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Now suppose x 6≡ 0, 1 mod p̃i1 p̃i2 p̃i3 . By Claim 25 we have x ≡ 0, 1 mod pi and x ≡ 0, 1 mod p̄i
for all i ∈ [1, n]. Thus there are g, h ∈ [1, 3] and c ∈ {0, 1} with g 6= h such that x ≡ c mod p̃ig
and x ≡ 1 − c mod p̃ih and let w.l.o.g. f ∈ [1, 3] \ {g, h} be such that x ≡ c mod p̃if . Then we
obtain by Lemmas 14 and 15

lis(βj,hδ
−x
j,h ) = lis

(

[[p̃ig p̃if ]]
p̃ig

p̃if
+1

2 −x

)

= lis

(

[[p̃ig p̃if ]]
p̃ig

p̃if
+1

2 −c

)

= max{p̃ig p̃if − |
p̃ig p̃if + 1

2
− c|, |

p̃ig p̃if + 1

2
− c|}

=
p̃ig p̃if + 1

2
= aj,h − bj,h.

Moreover we have x ≡ sj,f mod p̃ig p̃ih and x ≡ sj,g mod p̃if p̃ih or x ≡ rj,f mod p̃ig p̃ih and x ≡
rj,g mod p̃if p̃ih . By Lemma 10 we have

|
p̃ig p̃ih + 1

2
− rj,f | = |

p̃ig p̃ih + 1

2
− sj,f |

|
p̃if p̃ih + 1

2
− rj,g| = |

p̃if p̃ih + 1

2
− sj,g|

and hence Lemmas 14 and 15 give us

lis(βj,f δ
−x
j,f ) = lis

(

[[p̃ig p̃ih ]]
p̃ig

p̃ih
+1

2 −x

)

= max{p̃ig p̃ih − |
p̃ig p̃ih + 1

2
− sj,f |, |

p̃ig p̃ih + 1

2
− sj,f |}

= p̃ig p̃ih − |
p̃ig p̃ih + 1

2
− sj,f |

= aj,f

and

lis(βj,gδ
−x
j,g ) = lis

(

[[p̃if p̃ih ]]
p̃if

p̃ih
+1

2 −x

)

= max{p̃if p̃ih − |
p̃if p̃ih + 1

2
− sj,g|, |

p̃if p̃ih + 1

2
− sj,g|}

= p̃if p̃ih − |
p̃if p̃ih + 1

2
− sj,g|

= aj,g.

Thus

lis

(

~β
bj,f bj,g
j,h

(

~δ
bj,f bj,g
j,h

)−x
)

= bj,fbj,g(aj,h − bj,h)

lis

(

~β
bj,hbj,g
j,f

(

~δ
bj,hbj,g
j,f

)−x
)

= bj,hbj,gaj,f

and

lis

(

~β
bj,hbj,f
j,g

(

~δ
bj,hbj,f
j,g

)−x
)

= bj,hbj,faj,g.

From this it finally follows that

lis(βjδ
−x
j ) = bj,fbj,g(aj,h − bj,h) + bj,hbj,gaj,f + bj,hbj,faj,g

= aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 − bj,1bj,2bj,3.
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Claim 27. For all i ∈ [1, n] we have

lis(αi,3γ
−x
i,3 ) =

{

pip̄i+1
2 if x ≡ 0, 1 mod pip̄i

pip̄i − |pip̄i+1
2 − si| if x 6≡ 0, 1 mod pip̄i.

Suppose x ≡ 0, 1 mod pip̄i. Then we have by Lemmas 14 and 15

lis(αi,3γ
−x
i,3 ) = lis

(

[[pip̄i]]
pip̄i+1

2 −x
)

= max{pip̄i − |
pip̄i + 1

2
− x|, |

pip̄i + 1

2
− x|}

=
pip̄i + 1

2
.

Now suppose x 6≡ 0, 1 mod pip̄i. By Claim 25 we have x ≡ 0, 1 mod pi and x ≡ 0, 1 mod p̄i for all
i ∈ [1, n]. Thus x ≡ si mod pip̄i or x ≡ ri mod pip̄i. By Lemma 10 we have

|
pip̄i + 1

2
− ri| = |

pip̄i + 1

2
− si|

and by Lemmas 14 and 15 we finally obtain

lis(αi,3γ
−x
i,3 ) = lis

(

[[pip̄i]]
pip̄i+1

2 −x
)

= max{pip̄i − |
pip̄i + 1

2
− si|, |

pip̄i + 1

2
− si|}

= pip̄i − |
pip̄i + 1

2
− si|.

Claim 28. For all i ∈ [1, n] we have x ≡ 1 mod pi and x ≡ 0 mod p̄i or x ≡ 0 mod pi and

x ≡ 1 mod p̄i.

Suppose there is an e ∈ [1, n] for which the contrary holds. By Claim 25 we have x ≡ 0, 1 mod pe
and x ≡ 0, 1 mod p̄e. Therefore it suffices to consider the cases x ≡ 0, 1 mod pep̄e. Then by
Claim 27 we have lis(αe,3γ

−x
e,3 ) = pep̄e+1

2 . Summing over all upper bounds Claim 25,26 and 27
yield we obtain

U(τ, πx) = N− lis(τπ−x)

≥ N−
n
∑

i=1

(

d(2pi − 1) + d(2p̄i − 1) + pip̄i − |
pip̄i + 1

2
− si|

)

+pep̄e − |
pep̄e + 1

2
− se| −

pep̄e + 1

2

−
m
∑

j=1

(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 − bj,1bj,2bj,3)

> k

since pep̄e+1
2 < pep̄e − |pep̄e+1

2 − se| by Lemma 10 which is a contradiction.

Claim 29. For every clause cj = {x̃i1 , x̃i2 , x̃i3} the following holds: If there are f, g ∈ [1, 3] with
f 6= g and c ∈ {0, 1} such that x ≡ c mod p̃if and x ≡ c mod p̃ig then x ≡ 1 − c mod p̃ih where h
is the unique element in [1, 3] \ {f, g}.

Suppose there is a clause ce = {x̃i1 , x̃i2 , x̃i3} such that x ≡ c mod p̃il for all l ∈ [1, 3] and some
c ∈ {0, 1}. Then we have by Claim 26

lis(βeδ
−x
e ) = ae,1be,2be,3 + ae,2be,1be,3 + ae,3be,1be,2 − 3be,1be,2be,3.
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Summing over all upper bounds Claim 25,26 and 27 yield we obtain

U(τ, πx) = N− lis(τπ−x)

≥ N−
n
∑

i=1

(

d(2pi − 1) + d(2p̄i − 1) + pip̄i − |
pip̄i + 1

2
− si|

)

−
m
∑

j=1

(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 − bj,1bj,2bj,3)

+(ae,1be,2be,3 + ae,2be,1be,3 + ae,3be,1be,2 − be,1be,2be,3)

−(ae,1be,2be,3 + ae,2be,1be,3 + ae,3be,1be,2 − 3be,1be,2be,3)

> k

which is a contradiction. Hence we obtain for every clause cj = {x̃i1 , x̃i2 , x̃i3}: If there are f, g ∈
[1, 3] with f 6= g and c ∈ {0, 1} such that x ≡ c mod p̃if and x ≡ c mod p̃ig then x 6≡ c mod p̃ih
where h is the unique element in [1, 3] \ {f, g}. Since by Claim 25 we have x ≡ 0, 1 mod p̃ih we
finally obtain x ≡ 1− c mod p̃ih .

Now we define a truth assignment σ by the following:

σ(xi) =

{

1 if x ≡ 1 mod pi

0 if x ≡ 0 mod pi

for all i ∈ [1, n]. Let σ̂ be the extension of σ to literals. Now we will show for every clause
cj = {x̃i1 , x̃i2 , x̃i3} there are pairwise different numbers f, g, h ∈ [1, 3] and c ∈ {0, 1} such that

σ̂(x̃if ) = c

σ̂(x̃ig ) = c

σ̂(x̃ih ) = 1− c.

By Claim 25 we have x ≡ 0, 1 mod pi and x ≡ 0, 1 mod p̄i for all i ∈ [1, n]. Hence there clearly
are f, g ∈ [1, 3] with f 6= g and c ∈ {0, 1} such that x ≡ c mod p̃if and x ≡ c mod p̃ig . In
the case p̃if = pif we obtain σ(xif ) = c and hence σ̂(xif ) = c. In the case p̃if = p̄if we have
x ≡ 1 − c mod pif by Claim 28. Thus σ(xif ) = 1 − c and σ̂(x̄if ) = c. Analogously we obtain
σ̂(x̃ig ) = c. Since we have x ≡ c mod p̃if and x ≡ c mod p̃ig we obtain x ≡ 1 − c mod p̃ih by
Claim 29. As above we then analogously obtain σ̂(x̃ih ) = 1− c which eventually shows that X,C
is a positive instance of Not-All-Equal 3SAT.

Vice versa suppose X,C is a positive instance of Not-All-Equal 3SAT and let σ be a truth
assignment such that for every clause cj = {x̃i1 , x̃i2 , x̃i3} there are pairwise different numbers
f, g, h ∈ [1, 3] and c ∈ {0, 1} such that

σ̂(x̃if ) = c

σ̂(x̃ig ) = c

σ̂(x̃ih ) = 1− c.

Then we define x as the smallest positive integer satisfying

x ≡ σ(xi) mod pi

x ≡ 1− σ(xi) mod p̄i

for all i ∈ [1, n]. Then we have x ≡ si, ri mod pip̄i for all i ∈ [1, n] and because

|
pip̄i + 1

2
− ri| = |

pip̄i + 1

2
− si|

57



by Lemma 10 we obtain by Lemmas 14 and 15

lis(αi,1γ
−x
i,1 ) = lis([[pi]]

1−x) + lis([[pi]]
0−x)

= max{pi − |1− x|, |1− x|} +max{pi − |0− x|, |0− x|}

= 2pi − 1

lis(αi,2γ
−x
i,2 ) = lis([[p̄i]]

1−x) + lis([[p̄i]]
0−x)

= max{p̄i − |1− x|, |1− x|} +max{p̄i − |0− x|, |0− x|}

= 2p̄i − 1

and

lis(αi,3γ
−x
i,3 ) = lis

(

[[pip̄i]]
pip̄i+1

2 −x
)

= max{pip̄i − |
pip̄i + 1

2
− x|, |

pip̄i + 1

2
− x|}

= pip̄i − |
pip̄i + 1

2
− si|.

Thus

lis(~αdi,1(~γ
d
i,1)

−x) = d(2pi − 1)

lis(~αdi,2(~γ
d
i,2)

−x) = d(2p̄i − 1)

and

lis(αiγ
−x
i ) = d(2pi − 1) + d(2p̄i − 1) + pip̄i − |

pip̄i + 1

2
− si|. (29)

Let j ∈ [1,m] and suppose cj = {x̃i1 , x̃i2 , x̃i3}. Then there are pairwise different numbers f, g, h ∈
[1, 3] and c ∈ {0, 1} such that

σ̂(x̃if ) = c

σ̂(x̃ig ) = c

σ̂(x̃ih ) = 1− c.

By definition we have x ≡ σ(xi) mod pi and x ≡ 1− σ(xi) mod p̄i for all i ∈ [1, n] which gives us

x ≡

{

σ(xif ) ≡ σ̂(xif ) ≡ c mod pif if x̃if = xif
1− σ(xif ) ≡ σ̂(x̄if ) ≡ c mod p̄if if x̃if = x̄if

and hence x ≡ c mod p̃if . Analogously we obtain x ≡ c mod p̃ig and x ≡ 1− c mod p̃ih . Then we
have x ≡ sj,f , rj,f mod p̃if and x ≡ sj,g, rj,g mod p̃ig and we obtain by Lemmas 14 and 15

lis(βj,fδ
−x
j,f ) = lis

(

[[p̃ig p̃ih ]]
p̃ig

p̃ih
+1

2 −x

)

= max{p̃ig p̃ih − |
p̃ig p̃ih + 1

2
− x|, |

p̃ig p̃ih + 1

2
− x|}

= p̃ig p̃ih − |
p̃ig p̃ih + 1

2
− sj,f |

= aj,f
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lis(βj,gδ
−x
j,g ) = lis

(

[[p̃if p̃ih ]]
p̃if

p̃ih
+1

2 −x

)

= max{p̃if p̃ih − |
p̃if p̃ih + 1

2
− x|, |

p̃if p̃ih + 1

2
− x|}

= p̃if p̃ih − |
p̃if p̃ih + 1

2
− sj,g|

= aj,g

and

lis(βj,hδ
−x
j,h ) = lis

(

[[p̃if p̃ig ]]
p̃if

p̃ig
+1

2 −x

)

= lis

(

[[p̃if p̃ig ]]
p̃if

p̃ig
+1

2 −c

)

= max{p̃if p̃ig − |
p̃if p̃ig + 1

2
− c|, |

p̃if p̃ig + 1

2
− c|}

=
p̃if p̃ig + 1

2
= aj,h − bj,h.

By this we obtain

lis

(

~β
bj,gbj,h
j,f

(

~δ
bj,gbj,h
j,f

)−x
)

= bj,gbj,haj,f

lis

(

~β
bj,f bj,h
j,g

(

~δ
bj,f bj,h
j,g

)−x
)

= bj,fbj,haj,g

and

lis

(

~β
bj,f bj,g
j,h

(

~δ
bj,f bj,g
j,h

)−x
)

= bj,fbj,g(aj,h − bj,h).

From this it follows now that

lis(βjδ
−x
j ) = bj,gbj,haj,f + bj,fbj,haj,g + bj,fbj,g(aj,h − bj,h)

= aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 − bj,1bj,2bj,3.
(30)

Using (29) and (30) and summing up we obtain

lis(τπ−x) =

n
∑

i=1

(

d(2pi − 1) + d(2p̄i − 1) + pip̄i − |
pip̄i + 1

2
− si|

)

+
m
∑

j=1

(aj,1bj,2bj,3 + aj,2bj,1bj,3 + aj,3bj,1bj,2 − bj,1bj,2bj,3)

which finally gives us
U(τ, πx) = N − lis(τπ−x) = k.

4 Conclusion

We have shown that the Subgroup distance problem is NP-complete in cyclic permutation
groups for all metrics mentioned in the introduction. This paper only focuses on the Subgroup

distance problem but in the literature also the maximum subgroup distance problem was studied
in [4] and the weight problem and further variants were studied in [6]. Further research could
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try to show also for these problems NP-completeness when the input group is cyclic or at least
given by a few generators since NP-completeness is not necessarily obtainable for cyclic groups.
Although the Subgroup distance problem is NP-complete in cyclic permutation groups for
all metrics mentioned in the introduction this does not necessarily hold for the minimum weight
problem in cyclic groups. We give an example: consider the minimum weight problem regarding
the Hamming weight (i.e. wH(τ) = |{i | iτ 6= i}|). It can be decided in polynomial time whether
there is a number z ∈ N with z 6≡ 0 mod ord(τ) such that wH(τz) ≤ k for some τ ∈ Sn by simply

checking whether there is a prime p | ord(τ) such that wH

(

τ
ord(τ)
p

)

≤ k. Note that such primes

are relatively small since ord(τ) | n! and hence p ≤ n. On the other hand in [13] it was shown
that it is NP-complete to decide whether for some given α, β ∈ Sn the coset β〈α〉 contains a
fixed-point-free element βαz for some z ∈ N. This problem is equivalent to asking whether there
is z ∈ N such that H(β, α−z) ≥ n. This is seen as follows: for all i ∈ [1, n] we have iβα

z

6= i if and

only if for all i ∈ [1, n] we have iβ = iβα
zα−z

6= iα
−z

. By this the maximum subgroup distance
problem regarding the Hamming distance is NP-complete when the input group is cyclic.

4.1 Open Problems

We have shown that it can be decided in NL whether for given permutations α, β ∈ Sn there is
x ∈ N such that l∞(β, αx) ≤ 1. We do not know if this problem is NL-complete or can even be
solved in deterministic log-space. Moreover this problem becomes NP-complete when the input
group is abelian and given by at least 2 generators. However we were only able to proof NP-
completeness for the problem l∞(β, αx) ≤ k when k is part of the input rather than a fixed value.
Therefore it remains open whether the Subgroup distance problem regarding the l∞ distance
is NP-complete in cyclic permutation groups for any fixed k ≥ 2.
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